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Abstract

We analyzed output from the Geoengineering Model Intercomparison Project (GeoMIP) for the two most “realistic” scenarios, which use the Representative Concentration Pathway of 4.5 Wm$^{-2}$ by 2100 (RCP4.5) as the control run and inject sulfate aerosol precursors into the stratosphere. The first experiment, G3, is specified to keep RCP4.5 top of atmosphere (TOA) net radiation at 2020 values by injection of sulfate aerosols, and the second, G4, injects 5 Tg SO$_2$ per year. We ask whether geoengineering by injection of sulfate aerosols into the lower stratosphere from the years 2020 to 2070 is able to prevent the demise of minimum annual sea ice extent, or slow spring snow cover loss. We show that in all available models, despite geoengineering efforts, September sea ice extents still decrease from 2020 to 2070, although not as quickly as in RCP4.5. In two of five models, total September ice loss occurs before 2060. Spring snow extent is increased from 2020 to 2070 compared to RCP4.5 although there is still a negative trend in 3 of 4 models. Because of the climate system lag in responding to the existing radiative forcing, to stop Arctic sea ice and snow from continuing to melt, the imposed forcing would have to be large enough to also counteract the existing radiative imbalance. After the cessation of sulfate aerosol injection in 2070, the climate system rebounds to the warmer RCP4.5 state quickly, and thus any sea ice or snow retention as a result of geoengineering is lost within a decade.
1. Introduction

The Arctic has been warming twice as quickly as the global average in recent decades [e.g., Serreze and Francis, 2006; Solomon et al., 2007] and three times as quickly as the average of all other non-polar regions of the world [Ahmed et al., 2013] – a characteristic known as Arctic Amplification. One of the major concerns associated with such extreme rates of warming is the demise of Arctic sea ice. All monthly extents of Arctic sea ice have declined over the period of observations, most rapidly for September [Serreze et al., 2007, http://nsidc.org/arcticseaicenews/]. This decline has been shown to be congruent with strong surface warming [Screen and Simmonds, 2010]. For example, Tingley and Huybers [2013] showed that the summers of 2005, 2007, 2010, and 2011 were warmer than those of all prior years back to 1400 in the high northern latitudes. These years are also associated with record minimum sea ice extents [NSIDC, 2013]. Serreze et al. [2009] and Screen and Simmonds [2010] demonstrated that strong positive ice-temperature feedbacks have already emerged in the Arctic, increasing the chances of further warming and ice loss. The Coupled Model Intercomparison Project (CMIP5) models vary in estimates for when ice-free conditions will occur, some predicting as early as 2020 [Stroeve et al., 2012; Wang and Overland, 2012]. Stroeve et al. [2012] found that, even with the same emissions scenario, there is large scatter between different model simulations (both between different models and between ensemble members from the same model) as to the timing of a seasonally ice-free Arctic Ocean. Under the same emissions scenario, models project this could occur as early as 2020 or well beyond 2100. Uncertainty in future greenhouse gas emissions leads to further uncertainty regarding when ice free conditions will occur.

Along with the rapid deterioration of Arctic sea ice, Arctic snow cover on land has also been quickly receding over the past several decades. Derksen and Brown [2012] found
statistically significant reductions in May and June Arctic snow cover extent from 1967-2012. They also noted that the rate of June snow cover loss between 1979 and 2011 is greater than the loss of September sea ice extent over the same period, emphasizing the gravity of the observed changes. As with sea ice, Brown and Robinson [2011] showed that significant reductions observed in Northern Hemisphere spring snow cover extent over the past 90 years are mainly driven by warmer temperatures. Projections for future spring snow cover duration suggest a decrease by about 10–20% over much of the Arctic by the year 2050 [Callaghan et al., 2011]. Observed changes in the Arctic could have further reaching implications than just physical changes. Losses in Arctic sea ice and earlier snow melt on high-latitude land have been linked to more persistent mid-latitude weather patterns, which may lead to an increased probability of extreme weather events [Francis and Vavrus, 2012]. Further, the permanent loss of permafrost, and increases in active layer thickness have consequences not only for transportation and the livelihood of high-latitude communities, but also the thaw and release of carbon from the ground can amplify surface warming and initiate a positive permafrost carbon feedback on climate [Schaefer et al., 2011].

Geoengineering has been proposed in recent literature as a way to curb global warming and reduce some of the risks associated therein [e.g., Launder and Thompson, 2009]. Crutzen [2006] suggested that artificial reduction of incoming solar radiation, called Solar Radiation Management (SRM) [Lane et al., 2007], could be a means of offsetting the effects of increasing greenhouse gas concentrations by reducing solar absorption [Shepherd et al., 2009]. Several SRM approaches have been suggested, but Lenton and Vaughan [2009] contend that among the most effective would be by stratospheric aerosol injection. The possible regional effects of such a scenario are still uncertain. Robock et al. [2008; 2009] and Tilmes et al. [2008] identify the possibility of unintended consequences such as ozone depletion and disruptions to the global hydrologic cycle. Although large volcanic eruptions
show winter warming over the Northern Hemisphere continents, a dynamical response to stratospheric heating, Robock et al. [2008] did not find such responses in their simulations of sulfate aerosol geoengineering. This is because with geoengineering the stratospheric aerosol distribution would be more uniform, not producing the gradients that drive this circulation response. It is thus of paramount interest to assess the effects of geoengineering on the Arctic, given its high sensitivity to increases in greenhouse gases and the weighty consequences of continued warming.

Previous work on the effects of geoengineering showed warmer poles and cooler tropics with respect to preindustrial conditions [Lunt et al., 2008; Govindasamy and Caldeira, 2000; Matthews and Caldeira, 2007]. Yet, certain geoengineering scenarios produce a reduction in the melt of sea ice [Kravitz et al., 2013] and ice sheets [Irvin et al., 2009] compared to the preindustrial. These inconclusive results, partly due to differing experiments and models, spurred the Geoengineering Model Intercomparison Project (GeoMIP) [Kravitz et al., 2011a]. GeoMIP constitutes a suite of 4 SRM experiments, aimed at understanding how geoengineering might offset climate change projected in some of the CMIP5 experiments.

In this paper we analyze the results from the geoengineering experiments G3 and G4. Of the four GeoMIP experiments, G3 and G4 represent the more “realistic” scenarios in that they use the RCP4.5 [representative concentration pathway, with a radiative forcing of 4.5 Wm$^{-2}$ in the year 2100; Moss et al., 2008] global warming scenario as the control run, and they model stratospheric aerosol injection rather than insolation reduction. Whereas G1 and G2 balance top of atmosphere radiation by reducing the solar constant to a lower value, the G3 experiment adds stratospheric aerosol gradually to the lower stratosphere. Prior to GeoMIP, only a handful of independent studies using general circulation models have
simulated SRM scenarios by injection of SO$_2$ into the lower stratosphere [Robock et al., 2008; Rasch et al., 2008; Jones et al, 2010; Amman et al., 2010; Niemeier et al., 2011].

G3 injects sulfate aerosols beginning in 2020 to balance the anthropogenic forcing and attempt to keep the net forcing constant (at 2020 levels) at the top of the atmosphere [Kravitz et al., 2011a]. The G4 experiment is similar to G3 in simulating a stratospheric sulfate layer beginning in 2020, but it does not attempt radiative balance with anthropogenic emissions. Rather, it injects stratospheric aerosols at a rate of 5 Tg SO$_2$ per year to effectively delay global warming by about 40 years [Kravitz et al., 2011a]. This may be compared with the 20 Tg of SO$_2$ injected into the stratosphere by the 1991 eruption of Mount Pinatubo [Robock et al., 2008; Bluth et al., 1992]. Both G3 and G4 cease sulfate aerosol injection in 2070, and the models then continue from 2070 for at least 20 more years, such that the post-engineered rebound of the climate system can be assessed. Large volcanic eruptions that inject sulfate aerosols into the stratosphere with an e-folding decay time of approximately 1 year [e.g. Barnes and Hoffman, 1997] can cause global cooling for up 2 or 3 years [Robock, 2000]. Similarly short aerosol lifetimes are expected with the G3 and G4 sulfate injections, meaning a sudden suspension of SRM will cause a rapid rebound in the climate. Whereas in G2 the forcing disappears immediately when insolation is returned to the control value, in G3 and G4 there is a delay of 1-2 years as the aerosol forcing gradually disappears. For a more technical overview of GeoMIP experiment specifications, refer to Kravitz et al. [2011b]. By using the G3 and G4 experiments of GeoMIP to assess impacts on the Arctic, we benefit from a multi-model and multi-experiment comparison, each model having consistent inputs and parameters, and two unique sulfate aerosol experiments.

We ask how much the Arctic would cool in the G3 and G4 scenarios, and whether geoengineering in a higher CO$_2$ world would prevent the demise of multi-year sea ice. We also examine the effects of geoengineering on the already decreasing Arctic spring snow
cover on land. Furthermore, we examine the post-geoengineering period (after 2070) to see how the Arctic cryosphere rebounds after the cessation of aerosol injection, deemed the “Termination Effect” [e.g., Wigley, 2006; Jones et al., 2013]. Section 2 describes the methods and datasets used, Section 3 describes our results, Section 4 presents a summary and Section 5 some discussion and conclusions.

2. Methods

Modeling groups that participated in each experiment (G3 and G4) and that are reported in this paper are summarized in Table 1. The MIROC-ESM and MIROC-ESM-CHEM models are treated separately since they branch from unique control runs and include different processes. MIROC-ESM-CHEM includes an online chemistry module that predicts atmospheric ozone and other major chemical species. The GISS-E2-R and HadGEM2-ES modeling groups ran three ensemble members, and all results reported here show their ensemble mean. The other models generated one ensemble member.

The observational data we use for comparison to global and Arctic near surface temperatures are the 2 m gridded temperatures from the latest ECMWF Reanalysis, ERA-Interim [Dee et al., 2011], available from 1979 to present. The data were obtained from the ECMWF Data Server. ERA-Interim is considered to have more accurate estimates of surface temperature in the polar regions [Jones and Harpham, 2013] than its predecessor, ERA-40 [Uppala et al., 2005].

Monthly mean Arctic sea ice extents, generated from passive microwave satellite data, were downloaded from the National Snow and Ice Data Center (NSIDC) [Fetterer et al., 2009]. The data are available from 1979 to present and use a 15% monthly mean concentration threshold for determining ice extent [Serreze et al., 2007].
Snow cover data were obtained from the Rutgers University Global Snow Lab (accessible from http://snowcover.org). We used monthly Northern Hemisphere snow extent values from 1967 to 2012. The grid cells are considered fully snow-covered if they have at least 50% fractional snow cover; otherwise they are considered snow-free.

In our analyses we computed area-weighted averages of the Arctic (60-90°N unless otherwise noted) temperature, sea ice, and snow. Sea ice extent is defined as grid cells containing ≥ 15% concentration, as is standard per NSIDC data. We define grid cells as snow-covered if they have at least 50% fractional snow cover, as per standard practice at NSIDC and the Rutgers Snow Lab. In the snow calculations for the GISS-E2-R model, we add to the CMIP5 RCP4.5 curve the anomaly of the geoengineering experiments with respect to the GeoMIP RCP4.5 run due to incongruities between RCP4.5 runs produced for CMIP5 and GeoMIP. Throughout the analyses, differences in MIROC and MIROC-CHEM can be attributed both to differences in initial conditions, since they branch from different control runs, and to the inclusion of the chemistry module. Throughout this paper, we treat them as distinct models even though they are based on the same framework.

3. Results

3.1. Temperature

We first compute the global annual average temperature for the RCP4.5 (Control Run) from 1850-2100, G3 and G4 runs from 2020 onwards, and the available ERA-Interim 2 m temperature from 1979-present (Figure 1). The rate of warming in RCP4.5 from 2020-2070 averaged over all five models is 0.03 K/a. With the exception of BNU-ESM G3, global temperatures in G3 and G4 are unable to plateau despite sulfate aerosol injections from 2020-
2070; instead they show an average increasing trend of 0.01 K/a (G3) and 0.02 K/a (G4) although some individual models still reach rates up to 0.03 K/a. The cooling response to G4 is initially strong, but by 2030 temperatures begin to increase again as the offset from the RCP4.5 run stabilizes with the formation of a stable stratospheric cloud, and allows for the slower ocean responses to occur. G3 shows more modest initial cooling, and generally less absolute decrease in temperature than G4 compared to RCP4.5.

We next analyze the near surface June-July-August (JJA) Arctic average temperatures, as ice and snow melt are closely related to summer temperatures [Moore et al., 2013] (Figure 2). In the historical period, differences in preferred temperature state between the models are evident; BNU-ESM temperature is roughly 3.5°C colder than the rest of the models pre-2020. As Berdahl and Robock [2013] discussed, this has important implications for regions where temperature is near the freezing point, where the change of state of water can induce important climate feedbacks. In subsequent sections we will show that this impacts the amount of snow and ice produced in the models. In the G3 and G4 experiments, all models show a decrease in temperature relative to the Control Run beginning in 2020. In general, the geoengineering runs parallel the warming in the RCP4.5 cases for 2020-2070, albeit at a lower absolute temperature. The average 2020-2070 rate of warming for RCP4.5 is 0.04 K/a, while it is 0.03 K/a and 0.01 K/a for G4 and G3 respectively. The termination effect is visible after 2070, where temperatures rebound toward RCP4.5 temperatures. Differences in G3 and G4 are evident throughout the experiment. For example, G4 tends to produce a larger temperature decrease (by design), although in the BNU-ESM model, G3 sustains the largest negative temperature anomalies.

To assess the degree of Arctic amplification, we compute the ratio of Arctic to global warming trends from 2020-2070, shown in Table 2, for annual and relevant seasonal (JJA and SON) averages. Ratios greater than 1 imply the Arctic is warming at a faster rate than the
global average, i.e., Arctic amplification. In all cases except BNU-ESM G3, there is an amplified warming in the Arctic. In the BNU-ESM G3 cases, denoted with an asterisk in Table 2, there is amplified cooling. The ratio in the BNU-ESM G3 annual average case is very large (5.8) since the global mean trend is very near zero so even small differences in the slope produce a large ratio. Results from this analysis suggest Arctic amplification is a persistent feature in all of the models and experiments, an effect that is stronger in SON than in JJA. The stronger effect in fall than summer is consistent with the expectation of less sea ice, more open water, and the consequent warming of the lower Arctic troposphere, and with our previous understanding of winter Arctic amplification due to sea ice – thermal inertia feedbacks [Robock, 1983]. This also shows that in these geoengineering experiments, the Arctic warms faster than the global average, consistent with previous geoengineering studies [Lunt et al., 2008; Govindasamy and Caldeira, 2000; Matthews and Caldeira, 2007; Kravitz et al., 2013].

Figures 3 and 4 show the spatial distribution of temperature trends from 2030 to 2070 (beginning in 2030 so that we do not include immediate cooling from sudden implementation of sulfate loading) and 2070-2090, the period of rebound after geoengineering ceases, for each model. The rates of warming in both periods show large spatial variability, particularly in the geoengineering experiments. The BNU-ESM and HadGEM2-ES models show a weaker warming in the G3 experiment than the G4 experiment for 2030-2070. All three G3 models show very slight midlatitude warming, likely contributing to the global average temperature increases despite geoengineering. After the SRM forcing has ceased, the strong rebound toward warmer temperatures from 2070 to 2090, which reach up to 0.2 K/a in some locations, is evident in Figure 4, although again the rates are highly spatially variable.
3.2. Sea Ice

Figures 5-9 analyze the response of the Arctic sea ice extent to the G3 and G4 experiments. Figure 5 shows the sea ice extent over time for March (maximum annual extent) and September (minimum annual extent). The BNU-ESM model simulates the highest sea ice extents on average, consistent with it being the coldest model in Arctic summers.

March sea ice extent is increased compared to the control run during the geoengineering runs, although when the sulfate injection is discontinued the ice extent falls back to RCP4.5 levels within 10 years. All-model average rates of March sea ice loss from 2020-2070 in RCP4.5 are $4 \times 10^4$ km$^2$/a, whereas they are $3 \times 10^4$ km$^2$/a and $1 \times 10^4$ km$^2$/a for G4 and G3 respectively. September sea ice extent increases under G3 and G4, although there is still a negative trend overall. All-model average rates of September sea ice loss for 2020-2070 in RCP4.5 are $5 \times 10^4$ km$^2$/a, whereas for G4 and G3 they are $4 \times 10^4$ km$^2$/a and $1 \times 10^4$ km$^2$/a respectively. These September rates do not include MIROC-ESM or MIROC-ESM-CHEM since those two models reach zero sea ice extent by 2060. In the case of the MIROC-ESM and MIROC-ESM-CHEM models, total loss of minimum annual ice occurs before 2060 despite geoengineering efforts. In all cases the minimum extents fall back to RCP4.5 levels within about ten years after sulfate loading ceases in 2070, leaving minimal, if any, September ice extent by 2090.

The differences between RCP4.5 and the geoengineering experiments are shown in Figure 6 for March and September. These show clear changes to sea ice extent as a result of geoengineering. In all models, an increase in sea ice extent compared to the control run is visible from 2020 to 2070 for both March and September. The changes in March extent are not as strong, partly because the aerosols will have more effect during summer when the sun
is shining in the Arctic. Changes to circulation, meridional heat flux and clouds could also play a part in the differences in response between March and September. Despite the apparent increases in ice extent as a result of geoengineering compared to the control run, ice extents still decrease overall during geoengineering (Figure 5). Figure 6 also emphasizes the strong termination effect, as ice extents fall to RCP4.5 levels often in less than a decade after 2070 as sulfate aerosol concentrations decay and high CO$_2$ concentrations begin to dominate the radiative balance.

Figure 7 shows maps of the average September sea ice extent boundaries, both from RCP4.5 for the period before geoengineering (2010-2019), and the last 10 years of geoengineering (2060-2069) for the RCP4.5, G4, and G3 experiments. The ability of G3 and G4 to maintain an expanded minimum sea ice state is evident in the BNU-ESM and GISS-E2-R models. In BNU-ESM, the G3 simulation sustains more ice than the G4, whereas the opposite is true for GISS-E2-R and HadGEM2-ES. Neither MIROC-ESM nor MIROC-ESM-CHEM retain significant amounts of ice in any of the experiments for the 2060-2070 period. Table 3 outlines how much September sea ice loss was prevented by the geoengineering experiments on average for 2060-2069 as compared to the control run average for 2010-2019. During the last decade of geoengineering (2060-2069), BNU-ESM-G3 and GISS-E2-R G4 prevented the loss of more than 50% of the sea ice as compared to their respective RCP4.5 runs. For all other models and scenarios the values were below 14%, suggesting weak efficacy of preventing sea ice loss. We suspect that part of the inter-model variation in the success of September ice loss prevention is related to the absolute JJA Arctic temperatures (Figure 2). That is, warmer models like the MIROC models lose sea ice completely regardless of geoengineering, whereas colder models such as GISS-E2-R and BNU-ESM tend to be more successful at retaining September sea ice extents.
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We also analyzed decadal changes of sea ice extent (Figure 8). All models show a steady decrease in ice extent across all months for the entire experimental period, despite cooling efforts in both G3 and G4. In MIROC-ESM and MIROC-ESM-CHEM, it is clear that summer ice effectively disappears midway through the 21st Century. Another noteworthy feature of Figure 8 is the lengthening of the melt season with time. In the geoengineering simulations, as the decades progress, ice begins to melt faster and earlier and requires more time to rebuild into the fall and winter. Very similar results are found for sea ice volume, shown in Figure 9. MIROC-ESM and MIROC-ESM-CHEM sea ice volume is underestimated at the beginning of the 21st century and decreases rapidly, likely contributing to the weakness of the sea ice response to G4 forcing.

3.3 Snow response

We analyze the historical and projected spring (April-June) NH snow cover extent. Snow is typically limited to the Arctic during these months [Derksen and Brown, 2012]. The HadGEM2-ES model unfortunately did not output the fractional snow cover variable, so our analyses of snow cover are limited to the remaining four models.

Figure 10 shows the April, May and June snow extent, based on a 50% fractional cover threshold. Similar to the results for sea ice, the relatively cold BNU-ESM model generates the greatest snow cover area of all models available. Snow extents decrease beginning around the turn of the 21st Century and are projected to continue decreasing through to 2100 in the RCP4.5 simulations. This qualitative pattern is consistent among models and among all spring months. The G3 and G4 experiments generally show an increase in snow cover compared to the control run during the 2020-2070 period in April, May and June, although the results show interannual variability. The models range in their
responsiveness to sulfate aerosol injection. MIROC-ESM and MIROC-ESM-CHEM show the least response of snow cover in all months, while the BNU-ESM model tends to respond with the largest snow cover changes of all the models. The GISS-E2-R model shows very little response in the G3 experiment in terms of snow expansion. Similar to the sea ice and temperature results, after sulfate aerosol injection is halted, snow extents decrease back to RCP4.5 levels in less than a decade.

Table 4 shows the rates of change of snow extent cover for 2020-2070 in all simulations for April, May and June. In the RCP4.5 runs, snow loss rates are generally highest in April, followed by May and June. In all geoengineering cases, the rate of snow loss is slowed compared to the RCP4.5 run. All G4 and G3 simulations still show a decreasing snow extent trend, except for BNU-ESM G3 which effectively levels off or increases snow extents over time. MIROC-ESM and MIROC-ESM-CHEM models show few effects on reducing snow loss, similar to their performance with sea ice.

4. Summary

We find positive temperature trends during the geoengineering period from 2020 to 2070. The mean rate of warming in RCP4.5 from 2020-2070 is 0.03 K/a, while it is 0.02 K/a for G4 and 0.01 K/a in G3. Cooling is strong and immediate in G4 at 2020, but by 2030 temperatures begins to increase again as CO$_2$ levels dominate the 5 Tg sulfate aerosol/a inputs. G3 shows more modest initial cooling, and generally less absolute decrease in temperature than G4 compared to RCP4.5.

Arctic summer temperatures track the patterns of global annual averages. In general, the JJA temperatures show the same warming trend as the RCP4.5 cases from 2020 to 2070, but are offset relative to the RCP4.5 cases by a roughly constant negative value. We find
there is still a persistent warming trend underlying the 50-year period of active geoengineering. The average 2020-2070 rate of warming for RCP4.5 is 0.04 K/a, whereas it is 0.03 K/a and 0.01 K/a for G4 and G3 respectively. Rates of warming are spatially and temporally variable, and as a consequence we suggest that actual stratospheric injection of SO$_2$ in the real world would produce variable outcomes. Further, the rebound to RCP4.5 temperatures after geoengineering is abruptly discontinued produces extreme rates of warming in certain regions, up to 0.2 K/a. We find statistically significant Arctic amplification in both the RCP4.5 and geoengineering experiments, predominantly in the form of amplified warming, but in the case of BNU-ESM G3, amplified Arctic cooling.

The G3 and G4 GeoMIP simulations indicate disagreement between the models regarding the response of Arctic sea ice to sulfate geoengineering. In two of the five models, the complete disappearance of September sea ice is not avoided by sulfate aerosol injection in the G4 experiment. In the models that do retain sea ice, G3 and G4 produce differing outcomes for different models; neither experiment is obviously more effective at retaining ice. Sea ice extents follow a negative trend through the geoengineering period despite sulfate aerosol injection: $-5 \times 10^4$ km$^2$/a for RCP4.5, $-4 \times 10^4$ km$^2$/a for G4 and $-1 \times 10^4$ km$^2$/a for G3. The percentage of sea ice loss that was prevented by the geoengineering experiments during the last decade of sulfate aerosol loading (2060-2069) as compared to the control run average for 2010-2019 reached above 50% in the BNU-ESM G3 and GISS-E2-R G4 scenarios, but in all other scenarios the values were below 14% (Table 3). Models with warmer summer Arctic temperatures (MIROC-ESM and MIROC-ESM-CHEM) do not maintain September sea ice, while colder models (BNU-ESM and GISS-E2-R) are most successful at keeping September ice. No models are capable of retaining 2020 September sea ice extents throughout the entire geoengineering period. Generally, there is a decrease in ice extent in all months and a lengthening of the melt season in G3 and G4.
Post-2070 ice extents collapse back to RCP4.5 levels within roughly 10 years. Results from snow cover are commensurate with the ice and temperature responses. Except for BNU-ESM G3, spring snow cover areas are temporarily increased during the geoengineering years, again superimposed on a negative trend, followed by a quick decrease toward RCP4.5 values after 2070.

Despite some cooling, and the general ability of the models to retain greater areas of snow and ice than the RCP4.5 run, the degree of these effects are variable from year to year, model to model and experiment to experiment. Even then, ice and snow continue to melt, and temperatures continue to rise globally, with amplification in the Arctic. Given the termination effect, if warming is inevitable, slow rates are preferable to quick rates since drastic changes will have much more devastating impacts [Parry et al., 2007]. Beyond the physical consequences of global warming such as ice and snow loss are the implications as a result of these changes, such as global sea level rise, ice sheet mass balance, water resources, wildlife habitat loss, and human activities in the Arctic.

5. Discussion and Conclusions

We show that SRM in the form of sulfate aerosol loading in the G3 and G4 experiments is successful at producing some global annual average temperature cooling. With the exception of BNU-ESM G3, the global average temperatures in G3 do not remain at the level of 2020 values. This is in contrast to the results found for G1 [Kravitz et al., 2013; Moore et al., 2013] and G2 [Jones et al., 2013], where global average temperatures and sea ice are generally kept constant by SRM efforts. The difference between G1 and G2 on the one hand, and G3 on the other, is that G1 and G2 are very artificial, starting with a balanced control run. G3 branches from a realistic global warming simulation, so even though TOA
net radiation is kept at 2020 values, global warming still occurs. The lag in ocean response to the initial forcing produces a small, but non-negligible, continued warming. With Arctic amplification, this continued warming is felt even more strongly in the regions with snow and sea ice.

This means that, if the goal of a geoengineering implementation were to stop global warming, or to stop snow and sea ice melting and keep them at the levels that existed at the time of the initiation of geoengineering, a global average negative net radiative forcing would be necessary. If the goal were to restore snow and sea ice to their values in a previous year, an even larger negative forcing would have to be imposed, such as in G4, but it would have to increase over time in the absence of mitigation. This would impose an even larger termination effect than shown here, should society lose the will or means to continue stratospheric aerosol injection.
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Table 1. Models participating in GeoMIP that have thus far run the G3 and G4 experiments, and number of ensemble members simulated for each group.

<table>
<thead>
<tr>
<th>Models in G3</th>
<th>Models in G4</th>
<th>Ensemble Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNU-ESM</td>
<td>BNU-ESM</td>
<td>1</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>GISS-E2-R</td>
<td>3</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>HadGEM2-ES</td>
<td>3</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>MIROC-ESM</td>
<td>1</td>
</tr>
<tr>
<td><em>Watanabe et al.</em> [2011]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>MIROC-ESM-CHEM</td>
<td>1</td>
</tr>
<tr>
<td><em>Watanabe et al.</em> [2011]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Ratio of Arctic (60-90°N) to global average temperature trends for the annual average, June-July-August (JJA) and September-October-November (SON) from 2020 to 2070. Values equal to 1 indicate identical rates of warming, and values greater than 1 indicate Arctic amplification. Asterisks in BNU-ESM G3 denote negative temperature trends in the Arctic and global average temperatures. Results for MIROC-ESM and MIROC-ESM-CHEM in the G3 experiments are unavailable as of this publication. All cases of Arctic amplification are statistically significant.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>Annual Average</th>
<th>JJA Average</th>
<th>SON Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RCP4.5</td>
<td>G4</td>
<td>G3</td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>2.5</td>
<td>2.2</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>1.3</td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>2.5</td>
<td>2.9</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>2.3</td>
<td>2.3</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>2.2</td>
<td>2.5</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.2</td>
<td>2.2</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Percent of September sea ice loss that was prevented by the geoengineering experiments during the last decade of sulfate aerosol loading (2060-2069) as compared to the control run average from 2010-2019. These are computed as \((G_f - C_f) / (C_i - C_f)\) where the subscripts \(f\) and \(i\) denote the final (2060-2069) and initial (2010-2019) period respectively and \(G\) and \(C\) refer to the Geoengineering and Control runs.

<table>
<thead>
<tr>
<th>Model</th>
<th>G4 Experiment</th>
<th>G3 Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNU-ESM</td>
<td>7.7 %</td>
<td>60.8 %</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>54.7 %</td>
<td>3.5 %</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>13.4 %</td>
<td>4.9 %</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>0.2 %</td>
<td>n/a</td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>0.0 %</td>
<td>n/a</td>
</tr>
</tbody>
</table>
Table 4. Change of snow extent from 2020 to 2070. Units are thousands of square km ($\times 10^3 \text{ km}^2$).

<table>
<thead>
<tr>
<th>MODEL</th>
<th>April</th>
<th>May</th>
<th>June</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RCP4.5</td>
<td>G4</td>
<td>G3</td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>-52</td>
<td>-47</td>
<td>6</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>-49</td>
<td>-7</td>
<td>-41</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>-114</td>
<td>-103</td>
<td>n/a</td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>-126</td>
<td>-107</td>
<td>n/a</td>
</tr>
<tr>
<td>Average</td>
<td>-85</td>
<td>-66</td>
<td>-17</td>
</tr>
</tbody>
</table>
**Figure 1.** Global annual average temperatures, including land and ocean. GISS-E2-R and HadGEM2-ES curves show the ensemble mean. Bottom panels show G4 and G3 separately and zoomed in during the geoengineering period. Solid lines show the control run (RCP4.5), dashed lines the G4 experiments and dotted lines the G3 experiments. The solid black curve shows the global average ERA Interim 2 m temperature. Vertical lines indicate the start and finish of the geoengineering experiments at 2020 and 2070.
Figure 2. June-July-August (JJA) average temperature for Arctic (North of 60°N), including land and ocean. GISS-E2-R and HadGEM2-ES curves show the ensemble mean. Bottom panels show G4 and G3 separately and zoomed in during the geoengineering period. Solid lines show the control run (RCP4.5), dashed lines the G4 experiments and dotted lines the G3 experiments. The solid black curve shows the ERA Interim 2 m temperature result for the Arctic (60-90°N). Vertical lines indicate the start and finish of the geoengineering experiments at 2020 and 2070.


**Figure 3.** JJA temperature trend from 2030 to 2070 for RCP4.5, G3, and G4 simulations. The rate of warming is generally similar in the geoengineering runs to that in the Control runs, although the absolute temperatures are slightly cooler (Figure 2).
Figure 4. JJA temperature trend from 2070 to 2090 (two decades of recovery after geoengineering) for RCP4.5, G3 and G4 simulations. The rate of warming is generally faster in the geoengineering runs than it is in the Control run signifying a fast rebound of temperatures.
Figure 5. Maximum (March) and minimum (September) annual sea ice extent for all available models of the G3 and G4 simulations and satellite observations from 1979-2012. Bottom panels show the same as the top, zoomed in from 2010 to 2090. Solid lines show the control RCP4.5 run, dashed lines the G4 runs, and dotted lines the G3 runs. MIROC-ESM and MIROC-ESM-CHEM models lose multi-year sea ice before 2050, and the other models approach total sea ice loss by the end of the 21st century, even with geoengineering implemented. Vertical lines denote the beginning and end of the geoengineering experiments (2020-2070).
**Figure 6.** Difference of Arctic sea ice extent between experiment run and Control (RCP4.5) for maximum (March) and minimum (September). Dashed lines show G4 experiments; dotted show G3. Most models show that the G3 and G4 maintain more sea ice than the control run, but this quickly plummets back to control levels after geoengineering ceases at 2070.
Figure 7. Mean September (minimum) sea ice extent in the RCP4.5 simulation before geoengineering begins (2010-2020, in black), and from 2060-2070 in the RCP4.5 (blue filled), G4 (red) and G3 (green) scenarios. MIROC-ESM and MIROC-ESM-CHEM melt virtually all ice by 2060-2070 regardless of the cooling by geoengineering.
Figure 8. Sea ice extent for G4 and G3 simulations, for decadal periods. Control run is not removed. Extent is defined as grid cells covered with more than 15% ice. Most models progressively show decadally decreasing sea ice area from 2020 to 2090. Most models also exhibit a lengthening of the melt season.
Figure 9. Decadal averaged sea ice volume from 2010 to 2090. Control has not been removed. Melt seasons take longer, and ice volume approaches zero as the decades progress. Average 2005-2012 values from assimilation product are shown in the black curve. Sea ice volume is calculated using the Pan-Arctic Ice Ocean Modeling and Assimilation System [PIOMAS, Zhang and Rothrock, 2003] developed at APL/PSC.
Figure 10. Spring (April-June) snow cover extent (> 50% coverage) for the Northern Hemisphere. During these months, snow extent is mostly limited to the Arctic. HadGEM2-ES fractional snow cover data are not available. Snow extent is increased during the G3 and G4 experiments, most for BNU-ESM, followed by GISS-E2-R and MIROC-ESM/MIROC-ESM-CHEM which show only slight snow extent increases. After 2070, snow extents in the G3 and G4 experiments decrease quickly back to RCP4.5 values.