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[1] We test how the time of year of a large Arctic volcanic eruption determines the
climate impacts by conducting simulations with a general circulation model of Earth’s
climate. For eruptions injecting less than about 3 Tg of SO2 into the lower
stratosphere, we expect no detectable climatic effect, no matter what the season of the
eruption. For an injection of 5 Tg of SO2 into the lower stratosphere, an eruption in the
summer would cause detectable climate effects, whereas an eruption at other times of
the year would cause negligible effects. This is mainly due to the seasonal variation in
insolation patterns and sulfate aerosol deposition rates. In all cases, the sulfate aerosols that
form get removed from the atmosphere within a year after the eruption by large‐scale
deposition. Our simulations of a June eruption have many similar features to previous
simulations of the eruption of Katmai in 1912, including some amount of cooling over
Northern Hemisphere continents in the summer of the eruption, which is an expected
climate response to large eruptions. Previous Katmai simulations show a stronger climate
response, which we attribute to differences in choices of climate model configurations,
including their specification of sea surface temperatures rather than the use of a dynamic
ocean model as in the current simulations.

Citation: Kravitz, B., and A. Robock (2011), Climate effects of high‐latitude volcanic eruptions: Role of the time of year, J.
Geophys. Res., 116, D01105, doi:10.1029/2010JD014448.

1. Introduction

[2] The past 2 years have seen significant volcanic
activity, most notably the two large eruptions of Kasatochi
(52.1°N, 175.3°W) on 8 August 2008 and Sarychev
(48.1°N, 153.2°E) on 12 June 2009. Each injected
between 1 and 2 Tg of SO2 into the lower stratosphere
[Haywood et al., 2010; Corradini et al., 2010; S. Carn,
NASA Earth Observatory, Sulfur dioxide cloud from
Aleutians’ Kasatochi Volcano, 2008, available at http://
earthobservatory.nasa.gov/images/imagerecords/8000/8998/
kasatochi_OMI_2008aug11_lrg.jpg], making them the larg-
est volcanic eruptions since Mount Pinatubo and Mount
Hudson in 1991 (S. Carn and A. Krueger, TOMS Volcanic
Emissions Group, 2004, available at http://toms.umbc.edu/
Images/Mainpage/toms_so2chart_color.jpg).
[3] Sulfate aerosols, formed from the oxidation of SO2,

have a long atmospheric lifetime in the stratosphere of 1–
3 years, if injected in the tropics [Budyko, 1977; Stenchikov
et al., 1998]. They efficiently backscatter shortwave radia-
tion, effectively increasing the planetary albedo for the life-
time of the aerosols [Robock, 2000]. This results in the
primary climate effect of large volcanic eruptions, which is
cooling of the surface and the troposphere during the boreal

summer. Since sulfate aerosols are not perfect scatterers,
the stratosphere warms after a large eruption [Stenchikov
et al., 1998], which can result in dynamical effects due
to the alteration of the thermal profile of the lower and
middle atmosphere. For large tropical eruptions, these effects
include warming over the Northern Hemisphere continents
during the boreal winter and a positive mode of the Arctic
Oscillation [Robock, 2000, 2003; Stenchikov et al., 2002,
2004].
[4] Additionally, large volcanic eruptions cause significant

perturbations to the hydrological cycle [Trenberth and Dai,
2007]. This mostly manifests itself as a reduction of the
Indian‐African‐Asian monsoon, due to differentially reduced
solar flux over the Indian Ocean and the large landmasses of
Asia and Africa [Kravitz et al., 2010a]. This effect is mag-
nified for high‐latitude eruptions, and evidence of it has been
seen in past proxy records and climate simulations of the
eruptions of Laki in 1783–1784 at 68°N [Thordarson and
Self, 2003; Oman et al., 2006a] and Katmai on 6 June 1912
at 58°N [Oman et al., 2005, 2006b].
[5] Despite the large amount of atmospheric SO2 loading,

the eruption of Kasatochi had little to no climate response
[Kravitz et al., 2010a], and we expect the same findings for
Sarychev. We postulate that this is due to an insufficient
amount of SO2, despite being relatively large eruptions.
Kravitz et al. [2010a] performed additional climate model
simulations involving a 5 Tg eruption on 8 August, but still
no climate effects were observed. This is puzzling, since 5 Tg
of SO2 is known to be sufficient to cause climate perturba-
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tions, specifically the eruption of Katmai on 6 June 1912
[Oman et al., 2005]. Thus, we conjecture that the time of year
of a large eruption plays a critical role in determining
whether it will have a climate impact.
[6] Our primary goal in this paper is to assess the role the

time of year of a high‐latitude eruption will have on the
climate effects. Specifically, we compare sulfate aerosol
optical depth and radiative forcing from each of the simu-

lated eruptions. We also evaluate the temperature and pre-
cipitation effects by comparing model results against natural
variability as calculated by the model and observed in the
real world. Additionally, we compare our simulation of a
5 Tg eruption in June to the simulation of Katmai by
Oman et al. [2005].

2. Experiment

[7] We simulated the climate response to high‐latitude
volcanic eruptions with ModelE, a coupled atmosphere‐
ocean general circulation model developed by the National
Aeronautics and Space Administration Goddard Institute for
Space Studies [Schmidt et al., 2006]. We used the strato-
spheric version with 4° latitude by 5° longitude horizontal
resolution and 23 vertical levels up to 80 km. It is fully
coupled to a 4° latitude by 5° longitude dynamic ocean with
13 vertical levels [Russell et al., 1995]. The aerosol module
[Koch et al., 2006] accounts for SO2 conversion to sulfate
aerosols, hydration of the aerosols from a specified dry
radius of 0.25 mm, based on formulas by Tang [1996], and
transport and removal of the aerosols. Radiative forcing
(called “adjusted forcing” by Intergovernmental Panel on
Climate Change (IPCC) [2001] and Hansen et al. [2005])

Table 1. Specifications for the Ensembles Used in This Experimenta

Ensemble Date of Injection Approximate Season Magnitude

Sarychev 12 June 2008 Summer 1.5 Tg SO2

2 × Sarychev 12 June 2008 Summer 3 Tg SO2

June (also Katmai) 12 June 2008 Summer 5 Tg SO2

Kasatochi 8 August 2008 Autumn 1.5 Tg SO2

2 × Kasatochi 8 August 2008 Autumn 3 Tg SO2

August 8 August 2008 Autumn 5 Tg SO2

March 1 March 2008 Spring 5 Tg SO2

December 1 December 2007 Winter 5 Tg SO2

aAll ensembles have 20 members. Each ensemble is described by the
time of year and amount of injection of SO2 into the lower stratosphere
of one grid box centered at 48°N, 172.5°W. The 1.5 Tg injections
simulate the volcanic eruptions of Sarychev (12 June 2009) and
Kasatochi (8 August 2008).

Figure 1. Northern Hemisphere averages for the June and August ensembles of sulfate aerosol optical
depth and shortwave radiative forcing at the surface due to sulfate aerosols. All ensembles pictured are
averages of 20 model runs. All values fall to very small amounts by the spring following the eruption
and return to background levels within a year after the eruption.
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is fully interactive with the atmospheric circulation. For
further details, see Kravitz et al. [2010a], who use the same
model setup.
[8] Our control ensemble was a 20‐member ensemble of 4

year runs (2007–2010), during which greenhouse gas con-
centrations increased according to the Intergovernmental
Panel on Climate Change’s A1B scenario [IPCC, 2007].
Testing the model by conducting simulations of constant
2007 greenhouse gas and aerosol concentrations gives no
detectable temperature trend for the period 2007–2010,
which is the period over which our simulations have been
conducted.
[9] To examine the effects of the volcanic eruptions, we

used six 20‐member ensembles of 4 year simulations cov-
ering the same time period (Table 1). In these simulations,
greenhouse gas concentrations increased in the same manner
as in the control runs. We also injected SO2 into the grid box
centered at 52°N, 172.5°W, distributed equally in the three
model layers that cover an altitude of 10–16 km. Three
ensembles had an injection on 12 June 2008, and three had
an injection on 8 August 2008, in the amounts of 1.5, 3, and

5 Tg of SO2. The 1.5 Tg injections are meant to simulate the
eruptions of Sarychev and Kasatochi. Although the eruption
of Sarychev occurred in 2009 instead of 2008, we chose to
simulate this 1.5 Tg injection in 2008 for the sake of com-
parison. The model does not show any significant climato-
logical differences between 2008 and 2009, so this change
should not impact our results. The 3 and 5 Tg injections
were included as part of a sensitivity study, although the
5 Tg June eruption is comparable to the eruption of
Katmai on 6 June 1912. In section 5, we perform such a
comparison between our simulations of a June eruption
and a set of simulations of Katmai, which were performed
for Oman et al. [2005].
[10] To complete the assessment of the role of the time

of year, we performed two additional ensembles of 20
members each. The 12 June ensembles had SO2 injections
near the beginning of summer (1 June), and the 8 August
ensembles had injections near the beginning of autumn
(1 September). Therefore, our two new simulations involved
injections on 1 December 2007 and 1 March 2008, which
corresponds to the beginning of winter and spring, respec-

Figure 2. Zonally averaged sulfate aerosol optical depth (midvisible, l = 550 nm) for the June and
August ensembles. All ensembles pictured are averages of 20 model runs. Only the Northern Hemisphere
is shown, as all values are zero in the Southern Hemisphere.
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tively. Each ensemble member was a 3 year simulation
(2007–2009) and involved an injection in the same grid
box as the previous ensembles of 5 Tg SO2. We only
performed 3 year simulations, as prior analysis showed
including the year 2010 did not give particularly interest-
ing results.
[11] For their simulations of the 1912 eruption of Katmai,

Oman et al. [2005] correlated their modeling results with
data that showed a climate response to the eruption. This
agreement between the model and observations or proxy
records has also been verified for the eruptions of Laki in
1783–1784 [Oman et al., 2006a, 2006b] and Pinatubo in
1991 [Robock et al., 2007]. Therefore, we are confident in
the model’s ability to give us a realistic assessment of large‐
scale climate perturbations from volcanic eruptions.

3. Optical Depth and Radiative Forcing

[12] Kravitz et al. [2010a] analyzed both the modeled and
observed climate impacts of the eruption of Kasatochi and
determined such impacts were negligible. Preliminary

analysis (not pictured) shows the same results for Sarychev.
We conclude that a high‐latitude volcanic eruption that in-
jects 1.5 Tg of SO2 into the lower stratosphere is of insuf-
ficient magnitude to cause significant climate impacts.
[13] To test our hypothesis that the time of year is

important in determining whether a high‐latitude eruption
will have climate impacts, we wanted to simulate volcanic
eruptions of a magnitude that is known to cause a detectable
climate perturbation in both model studies and observations.
Therefore, we chose to simulate a volcanic eruption that
injected 5 Tg of SO2 into the lower stratosphere, as this was
the atmospheric loading due to Katmai.
[14] Figure 1 shows a comparison of Northern Hemi-

sphere averaged aerosol optical depth (midvisible, l =
550 nm) and shortwave radiative forcing at the surface
due to the sulfate aerosols for the June and August cli-
mate model simulation ensembles. As expected, aerosol
optical depth and radiative forcing both increase approx-
imately linearly with increased atmospheric loading of
SO2. Also, aerosol optical depth drops to low levels
(below 0.01) well before the spring after the eruption.

Figure 3. Zonally averaged surface shortwave radiative forcing (W m−2) due to sulfate aerosols for the
June and August ensembles. All ensembles pictured are averages of 20 model runs. Only the Northern
Hemisphere is shown, as all values are zero in the Southern Hemisphere.
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Radiative forcing drops to low levels (smaller in magni-
tude than −0.25 W m−2) at approximately the same time.
The June eruptions reach larger peak radiative forcing
than do the August eruptions, which is due to the much
larger value of insolation affected by the June eruption
than the August eruption, as is seen in Figure 7. The peak
values of aerosol optical depth are comparable, regardless
of the time of the eruption. All values of aerosol optical
depth and radiative forcing return to background levels
within a year after the eruptions.
[15] Figures 2 and 3 show the same results in more detail.

We see in Figure 2 that although the bulk of the aerosol
layer stays north of 30°N in latitude, the magnitude of the
eruption correlates with the maximum latitudinal extent of
the aerosol plume, i.e., the plumes from the larger eruptions
reach farther south. The 5 Tg eruptions show a small amount
of aerosols reaching the tropics. They also show evidence
that some of the aerosols persisted through the winter into
the following spring. Despite showing similar values of
optical depth in both the June and August eruptions, Figure
3 shows the June ensembles generally have larger peaks of

radiative forcing. The combination of different amounts of
aerosol and latitudinal distribution of insolation results in a
peak radiative forcing approximately 10° in latitude farther
north for the June ensembles than the August ensembles. In
all cases, aerosol optical depth and radiative forcing are at or
near background levels 1 year after the eruptions and much
sooner for all but the 5 Tg June 12 ensemble.
[16] Figures 4–6 show a similar analysis but for all of the

5 Tg ensembles. As we see in Figure 4, the March, June, and
August eruptions all reach very similar peaks of aerosol
optical depth, with the August ensemble showing the larg-
est. However, the distribution of insolation is such that the
June eruption has the largest peak radiative forcing. Figure 7
shows the average climatology of incident solar radiation at
the surface, as well as the change in this field due to each of
the 5 Tg volcanic eruptions. The largest reduction in inso-
lation occurs for the March eruption, followed by the June,
and then the August eruption. From Figure 4, optical depth
from the March eruption peaks in June, which is the time of
maximum insolation. Although optical depth is slightly
higher for the June eruption, the peak occurs later, meaning

Figure 4. Same as Figure 1 for the 5 Tg ensembles. Integrating over the curves shown in the bottom
from January 2007 to December 2010 yields values (in 1010 J m−2) of −3.95 (March), −4.13 (June), −2.83
(August), and −2.36 (December).
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the March eruption results in a larger absolute change in
insolation. Calculating the relative changes, the March
eruption results in a peak value of 3% reduction in insola-
tion, with the June eruption producing a 7% reduction,
August eruption producing a 6% reduction, and December
eruption producing a 2% reduction. This helps explain the
larger in magnitude radiative forcing for the June eruption
than the March eruption. The December eruption shows
very little insolation reduction due to the low amount of
sunlight at the latitudes where the aerosol layer resides.
[17] Integrating the values of radiative forcing over the 4

year period covered by these simulations, the June ensemble
shows the largest integrated radiative forcing. This moti-
vates our choice of this particular ensemble in our later
analysis of the model ocean. Although Figure 4 shows a
higher peak of Northern Hemisphere averaged optical depth,
Figure 5 shows a higher peak in the zonal average by
approximately 25%. The June and August ensembles also
show persistence of the aerosol layer into the early spring
following the eruption, whereas the others do not. Figure 6
shows the latitudinal extent of the radiative forcing has a
seasonal dependence. The June eruption shows the greatest
incursion into the tropics and subtropics. Since tropical
insolation does not have a large seasonal cycle, this must be
due to differences in atmospheric transport of the aerosols.

However, the values of radiative forcing in the tropics are so
small that these incursions cause negligible effects.
[18] The rate of deposition of the aerosols plays an

important role in determining the climate effects, as aerosols
that stay in the atmosphere longer can perturb the radiative
balance for a longer period of time. Figure 8 shows anom-
alous annual sulfate deposition rates for the 5 Tg injection
ensembles. The deposition rates are given as 10−5 kg m−2 a−1.
For comparison, if the average 4° latitude by 5° longitude
grid box is 400 km by 500 km, 10−5 kg m−2 a−1 over an entire
grid box is approximately 2 kg a−1. The highest deposition
rates occur in the midlatitude storm tracks during the boreal
spring and summer [Kravitz et al., 2009, 2010b]. In the
autumn and winter, the dominant means of deposition ap-
pears to be large‐scale subsidence near 30°N. The peak
deposition rates are similar in all parts of Figure 8, suggesting
the rate is proportional to the amount of material. The slightly
higher deposition rates for the 1 March ensemble help
explain why peak optical depth in this ensemble is lower than
the June and August injection ensembles.

4. Climate Effects

[19] Figure 9 shows line graphs of Northern Hemisphere
averaged surface air temperature anomaly (volcano plus

Figure 5. Zonally averaged sulfate aerosol optical depth (midvisible, l = 550 nm) for the four ensembles
for 5 Tg injections. All ensembles pictured are averages of 20 model runs. Only the Northern Hemisphere
is shown, as all values are zero in the Southern Hemisphere. Top right and lower left are repeated from
Figure 2.

KRAVITZ AND ROBOCK: VOLCANIC ERUPTIONS BY TIME OF YEAR D01105D01105

6 of 16



A1B ensemble minus A1B ensemble) and globally averaged
precipitation anomaly for the June and August ensembles.
For the 5 Tg eruptions, the June eruption shows a stronger
decrease in temperature than the August eruption by nearly a
factor of 2. Also, even a 3 Tg eruption in June shows more
cooling than a 5 Tg eruption in August, strongly suggesting
a confirmation of our hypothesis that the time of year of an
eruption is critical in estimating climate impact. Moreover,
there is very little difference between the climate impact of
the 3 and 5 Tg August eruptions, which suggests the August
eruptions are too late in the year to cause a climate impact.
We do not detect any significant signal in globally averaged
precipitation from any of the eruptions. This is not unrea-
sonable, since not only does precipitation have a large nat-
ural variability, but for all simulations, the aerosols formed
well after June, missing the chance to mitigate a large
amount of summer continental heating. We also analyzed
spatial maps of summer precipitation for these eruptions (not
pictured) but found no patterns to suggest a reduction in the
summer monsoon system. In contrast, the aerosols from the
March injection would have been present during the mon-
soon period. However, due to the relatively low radiative
forcing from this eruption, the temperature perturbations, as
reported in Figure 10, do not show any large anomalies from
this ensemble. Consequently, we would not expect a mon-

soonal disruption, and indeed, the precipitation results show
no such anomalies. The December ensemble also shows
nothing substantial, which we expect, due to the quite low
optical depth and radiative forcing.
[20] To evaluate the statistical significance of the

anomalies in Figures 9 and 10, we analyzed data provided
by the National Climatic Data Center (NCDC) and the
University of East Anglia’s Climatic Research Unit (CRU).
From NCDC, we obtained gridded data at 5° latitude by 5°
longitude, created from version 2 of the Global Historical
Climatology Network (GHCNv2) [Free et al., 2004;
Peterson and Vose, 1997; Peterson et al., 1998]. From
CRU, we obtained variance adjusted land air temperature
anomalies, also gridded at 5° latitude by 5° longitude
(CRUTEM3v) [Brohan et al., 2006; Jones et al., 1999;
Rayner et al., 2003, 2006].
[21] Calculations were performed based on a Student’s t

test with the number of degrees of freedom equal to the
number of years in each of the sources’ records, which is
130 for the NCDC GHCNv2 temperature record (1880–
2009), 110 for the NCDC GHCNv2 precipitation record
(1900–2009), and 160 for the CRUTEM3v temperature
record (1850–2009). (We were unable to obtain precipita-
tion data from CRU.) For an anomaly to be statistically
significant at the 95% confidence level, it must be at least

Figure 6. Zonally averaged surface shortwave radiative forcing (W m−2) due to sulfate aerosols for the
four 5 Tg injection ensembles. All ensembles pictured are averages of 20 model runs. Only the Northern
Hemisphere is shown, as all values are zero in the Southern Hemisphere. Top right and lower left are
repeated from Figure 3.
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Figure 7. Incident solar radiation at the surface. (top) A zonal average climatology from a 183 year con-
trol run (constant 2007 conditions). (middle and bottom) Zonally averaged anomalies (volcano minus
A1B) for the 5 Tg eruption ensembles (20 members each).
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0.21°C different from a 12 month centered running mean
(t − 6 months to t + 5 months) according to GHCNv2
data and at least 0.24°C according to CRUTEM3v data.
To be significant at the 90% level, it must be 0.18°C or
0.20°C different from the 12 month running mean,
respectively. The difference between the values for the
two records is due to the number of degrees of freedom
each record has. Precipitation must be 0.23 mm/d differ-
ent from the 12 month running mean to be significant at
the 95% level and 0.19 mm/d to be significant at the 90%
level.
[22] For the values reported in Figure 9, only the 5 Tg

eruption on 12 June has statistically significant anomalies
according to the above criteria. For this ensemble, the
September anomaly is 0.21°C lower than the 12 month
running mean centered on that month, meaning it is statis-
tically significant at the 90% confidence level according to
both sets of data and at the 95% confidence level according
to the GHCNv2 data. This is the only point of all ensembles
that is statistically significant at the 90% level or better. No
precipitation values are statistically significant at either the
90% or 95% confidence levels, and the actual anomaly

values are approximately 1 order of magnitude below global
average values needed to be considered significant. For
Figure 10, again, only the June ensemble shows statistically
significant results.
[23] We also compared our results with the natural vari-

ability in the climate model. The green lines in Figure 9
denote a climatology of the standard deviation of the A1B
ensemble, and the yellow lines show the same for a 183 year
control run of constant 2007 conditions. The 3 and 5 Tg
June eruptions both show a statistically significant (∼2s)
anomaly compared to the A1B climatology, as does the
August 5 Tg ensemble, and the 5 Tg June ensemble is
additionally statistically significant compared to the long
control run. The March, June, and August 5 Tg ensembles
are all statistically significant compared to the A1B clima-
tology, but the June experiment is still the only ensemble
which is significant according to the long control run.
However, the March experiment shows an anomaly greater
than 1s of the long control run.
[24] These results reinforce current knowledge about the

climate effects of large volcanic eruptions. Although a 5 Tg
eruption in June does have detectable climate effects ac-

Figure 8. Sulfate deposition rates for the 5 Tg injection ensembles. Deposition rates show a strong sea-
sonal dependence in both latitude and amount.
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Figure 9. Line graphs of surface air temperature and precipitation anomalies due to the volcanic erup-
tions. Surface air temperature is averaged over the Northern Hemisphere to accentuate changes in temper-
ature over Northern Hemisphere continents, and precipitation is globally averaged. All ensembles are
averages of 20 model runs. The light green lines show the average seasonal cycle of the standard deviation
from zero anomaly of the A1B runs as an indication of natural variability. The yellow lines show the same
for a 183 year control run (constant 2007 conditions).
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cording to Oman et al. [2005], the effects of Katmai were
found to be only barely distinguishable from weather noise.
Moreover, not only is precipitation highly variable, ham-
pering the ease by which an anomaly can be considered
significant, but the aerosols would have completely formed
well after June, so the first part of the monsoon, as well as
the time period with the greatest amount of insolation,
would be largely unaffected. Had the March eruption been
larger, perhaps optical depth could have been sufficient in
the summer to cause a monsoonal disruption. In contrast, a
high‐latitude eruption in the winter is significantly disad-
vantaged in causing climate effects. Assuming optical depth
scales linearly with injection amount, which is a good
assumption according to our results in Figures 1–3, for a
December eruption to result in the same aerosol optical
depth as a 5 Tg June eruption, the December eruption must
inject at least 12 Tg of SO2 into the lower stratosphere.
However, there may be other factors at play should such a
large eruption occur that we have not yet been able to
investigate, and a high‐latitude eruption of that magnitude

has not been observed, hampering our ability to compare
those results with data.
[25] After large tropical eruptions, such as the eruption of

Mount Pinatubo in 1991, a positive mode of the Arctic
Oscillation can result [Stenchikov et al., 2002]. However,
Oman et al. [2005] did not find any such evidence for the
eruption of Katmai. We also analyzed various measurements
of dynamics and circulation, including stratospheric height,
sea level pressure, and zonal wind (not pictured). However,
like Oman et al., we did not find any significant perturba-
tions. This leads us to conclude that high‐latitude eruptions
of the magnitudes we simulated would not cause signifi-
cantly anomalous perturbations to circulation nor would
they force a mode of the Arctic Oscillation.

5. Ocean Memory of Volcanic Eruptions

[26] For the calendar year (2009) after the 5 Tg eruption in
June, the average Northern Hemisphere surface air temper-
ature is 0.06°C lower than the calendar year before the
eruption (2007). Although not statistically significant ac-

Figure 10. Same as Figure 9 for the 5 Tg ensembles (20 members each). The turquoise line shows a
climatology of the standard deviation of the A1B ensemble, and the yellow line is a climatology of a 183
year control run (constant 2007 conditions).
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cording to GHCNv2 or CRUTEM3v, this does pose the
question as to why such a temperature pattern occurred. A
natural explanation for this could be ocean memory of the
cooling due to the eruption [Stenchikov et al., 2009].
Although the version of the model we used to perform the
simulations in this experiment does not provide us with
enough information to assess changes in ocean heat content,
we can still evaluate some oceanic changes.
[27] Figure 12 shows the ocean potential temperature

anomaly for the top eight layers in the model’s ocean for the
5 Tg 12 June eruption. Again, this ensemble was chosen
because it shows the largest integrated radiative forcing
anomaly, as calculated from Figure 4. The depths of the
model’s ocean layers are given in Figure 11. In the top five
layers, we see a sharp, discontinuous cooling immediately
after the volcanic eruption. Layers 1 and 2, which constitute
the mixed layer at this time of year, show the largest drop.
Despite technically being at the top of the thermocline
according to de Boyer Montégut et al. [2004], we argue
layer 3 is actually part of the mixed layer, due to its pre-
cipitous drop in temperature immediately after the volcanic
eruption. Layers 4 and 5 also show a sharp drop, although
not nearly as strongly as found in layers 1–3 and delayed
several months after the drop in the upper layers, suggesting
layers 4 and 5 are below the mixed layer. Layers 6 and 7

show a slight warming over the period affected by the
volcano, but we were unable to determine a physical
mechanism for this from the standard model output. Layer
8 shows little variability, suggesting the volcanic signal is
not felt in the deep ocean during the time period represented
in these simulations. Layers 1 and 2 return to zero anomaly
only by the end of the simulation, and layers 3 and 4 still
have not recovered to zero anomaly by this time. We expect
the recovery of layers below the mixed layer to be slower,
since these are much more removed from the atmospheric
seasonal cycle than are the surface layers.
[28] To quantify these results, we calculated a climatology

of the standard deviation of 100 years of a long control run
(constant 2007 conditions), the results of which are shown
in Figure 13. The model had not yet reached equilibrium by
the end of this run, resulting in some amount of warming of
the middle and deep ocean. This impacted the standard
deviations of layers 7 and 8, so we are unable to reliably
make assessments of the statistical significance of temper-
ature anomalies in these layers. Comparing these results to
the values in Figure 12, although none of the anomalies
given is significant at the 95% confidence level, several of
the large changes in ocean potential temperature are. Layer 1
anomaly drops from 0.04°C prior to the eruption to −0.05°C
after the eruption (peak value), which is a statistically sig-

Figure 11. A diagram of the ocean layers in this version of ModelE [Russell et al., 1995]. Model layer
thicknesses do not adjust to topography and are either present in their entirety or absent. Determination of
the ocean layer by depth follows guidelines by de Boyer Montégut et al. [2004], using a thermocline depth
range of 25–1000 m in the summer and 200–1000 m in the winter (R. H. Stewart, Introduction to physical
oceanography, 345 pp., 2007, available at http://oceanworld.tamu.edu/home/course_book.html).
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nificant change according to the values in Figure 14. Layer 2
drops from 0.04°C to −0.04°C, and layer 3 drops from
0.04°C to −0.02°C, both of which are statistically sig-
nificant changes. The sharp drop in layer 4 has magnitude
approximately 0.025°C, which is not statistically signifi-
cant but is still apparent as a sharp drop. Below this
layer, the changes are too subtle to specifically attribute
them to a response to a large radiative forcing, and any
changes are below the statistical significance threshold.
From this, we conclude the mixed layer likely shows a
measurable response in ocean temperature to the volcanic
eruption. Qualitatively, the upper thermocline also shows
a response, although we cannot draw any firm conclu-
sions to support this (Figure 13).

6. Comparison to Katmai

[29] We compared our climate simulations to the observed
effects of the eruption of Katmai (Novarupta) Volcano
(58.3°N, 155.0°W) on 6 June 1912, which injected 5 Tg
of SO2 into the lower stratosphere. Katmai was known to
have climate effects, including cooling over Northern
Hemisphere continents in the summer of the eruption and a
weakening of the Indian‐African monsoon system, as was
evidenced by low river flow in those areas [Oman et al.,
2005]. In this section, we compare our results with those
of Oman et al., who performed simulations of Katmai with a
very similar setup of the same model.
[30] The simulations performed by Oman et al. [2005]

involved two ensembles. The control ensemble was com-
posed of 10 model runs at constant greenhouse gas and

aerosol concentrations and was then time‐averaged to pro-
duce a 40‐member ensemble. The volcano ensemble was an
average of 20 runs using the same conditions as the control
runs, but involving specified aerosol optical depths from
Ammann et al. [2003], corrected to have a variable aerosol
effective radius, as in the work of Sato et al. [1993], which
is in good agreement with Stothers [1997]. This is in con-
trast to our simulations, in which sulfate aerosol formation
was calculated in the model. We also used a fully dynamic
ocean, whereas Oman et al. used fixed sea surface tem-
peratures and sea ice conditions prescribed by a 1946–1955
average [Rayner et al., 2003].
[31] Figure 14 shows plots of surface air temperature

anomaly due to a 5 Tg eruption on 12 June 2008, compared
to the same results for simulations of the eruption of Katmai.
We only show plots for surface air temperature, as Figures 9
and 10 suggest our plots of precipitation will show no sig-
nificant results (which indeed they do not; not pictured), and
Oman et al. [2005] similarly do not include plots of pre-
cipitation for their simulations of Katmai. Both sets of si-
mulations show very similar patterns for the summer of the
eruption (JJA), including a general pattern of cooling over
the Northern Hemisphere continents, and the winter after the
eruption (DJF) in the form of warming over the Northern
Hemisphere continents.
[32] However, the patterns that appear in the simulations

of Katmai are generally stronger and more pronounced than
the anomalies in our simulations. We suggest several rea-
sons for this discrepancy. First, we would not expect the
patterns to be identical, since our aerosols are formed by the
model and interact with the circulation, whereas the aerosols

Figure 12. Global average of ocean potential temperature anomaly in the 5 Tg eruption on 12 June for
the top 8 layers (out of 13) in the model. Thicknesses and depths of the layers are given in Figure 11.
Layers 1–3 constitute the mixed layer at the time of the eruption, and layers 4–9 constitute the ther-
mocline. Statistical significance of these values can be determined by comparison with the values given in
Figure 13.
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in the Katmai simulations do not. Our peak values of aerosol
optical depth are consistent with those of Oman et al. (0.3 in
September after the eruption). Moreover, fixed sea surface
temperatures would negate the ocean memory effect seen in
Figure 12, and using fixed sea surface temperatures can
amplify surface air temperature anomalies, offering an
additional explanation for the larger anomalies in the Katmai
simulations [Hansen et al., 2005]. Additionally, Oman et al.
performed their statistical tests differently, using a single
sample Student’s t test based on 40 years of control runs.
We used an unpaired two sample Student’s t test based on
20 runs each. This difference in calculations appears to have
the effect of making more of their results statistically sig-
nificant than ours, given similar levels of anomaly.

7. Relevance to Stratospheric Geoengineering

[33] Several past studies have investigated Arctic geoen-
gineering [e.g., Caldeira and Wood, 2008; Robock et al.,
2008] as a means of reducing the amount of direct inter-
ference in the climate system when compared to tropical
geoengineering. Large injections of sulfur into the strato-
sphere at Northern Hemisphere high latitudes would result
in an aerosol layer that cooled the Northern Hemisphere
continents and prevented melting of the Arctic sea ice
[Robock et al., 2008]. The amount of sulfur needed would
be less than in the case of a tropical injection, since the
aerosols would not be distributed to the Southern Hemi-

sphere, making this idea attractive to those who wish to
consider injection of as little sulfur as possible.
[34] This study shows that in considering this type of

geoengineering, the time of year of the injection is equally
important to, if not more important than, the amount being
injected. For example, most past geoengineering simulation
has considered daily injections of SO2 year‐round. How-
ever, our study suggests injections in the winter are much
less radiatively efficient than injections during the summer.
Therefore, optimal geoengineering at high latitudes would
only need to be done for part of the year. However, as we
see from the March ensemble, one does not want to begin
injections too early, as the radiative efficiency is still rather
low.
[35] A natural consequence of these results would be to

perform model simulations of Arctic geoengineering in the
boreal spring, ceasing injections of SO2 for the rest of the
year. Not only would this be less invasive than year‐round
injections, but it would also take advantage of our findings.
We caution any modeling groups conducting such simula-
tions to ensure the amount of SO2 they inject is of sufficient
quantity to cause measurable surface cooling. However, we
believe our findings should strongly discourage real‐world
testing of Arctic geoengineering, regardless of the time of
year. Oman et al. [2005] and Robock et al. [2008] clearly
show that any forcing from the aerosols that reduced surface
temperatures would also weaken the monsoon system as a
dynamical consequence. Moreover, to observe the results at

Figure 13. Climatology of 1.96 standard deviations of ocean potential temperature for ocean layers 1–
8 in the model. Standard deviation was calculated over 100 years as anomalies from the mean of a control
run (constant 2007 conditions). Layers 7 and 8 show comparatively large standard deviations from slow
accumulation of heat in the deep ocean due to insufficient time allowed for model spin‐up.
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a satisfactory level of statistical significance, geoengineer-
ing would need to be conducted for a long period of time
[Robock et al., 2010]. Indeed, our simulations were con-
ducted with 20 ensemble members, and our results were
barely statistically significant, indicating that observing test
results of geoengineering at the same level of certainty
would require deployment for at least 20 years, which is
quite a long period of time over which side effects will
be felt.

8. Conclusions

[36] On the basis of our climate modeling study, the time
of year of a high‐latitude volcanic eruption is critical for
determining the resulting climate effects, provided the
eruption is large enough. Of the magnitudes we have
investigated, a summer eruption was the only one that
caused climate effects at a sufficient level of statistical sig-
nificance. Extrapolating our results, a high‐latitude eruption
will have larger climate effects if it occurs in the summer,

and it is unlikely to have climate effects if it erupts in the
winter, unless the eruption is particularly large. Regardless
of the time of year, a high‐latitude eruption of the magni-
tudes we have simulated would not likely cause significant
dynamical perturbations or change the general circulation.
[37] In line with Stenchikov et al. [2009], we further

conclude the ocean has memory of the cooling an eruption
causes, which can serve to modulate changes in climate.
However, the runs we have completed are not long enough
to fully assess the impacts of the ocean on the climate
system. We stress that simulations of large eruptions need to
include a complex ocean to capture these potentially impor-
tant effects.
[38] From our results, the optimal time for an eruption to

have the largest climate effects appears to be late spring to
early summer. This study also prompts several additional
questions. One such question is what are the dominant
parameters that determine whether an eruption will have
climate effects? It appears the summer eruption is an ideal or
near‐ideal combination of aerosol formation rate, deposi-

Figure 14. A comparison between simulations of (left) the 5 Tg eruption on 12 June 2008 and (right)
simulations of Katmai from Oman et al. [2005] (reproductions of Figures 7a and 10a of Oman et al.
[2005]). Statistical significance at the 95% confidence level is denoted by black hatching.
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tion, and insolation. Conducting further simulations while
artificially varying these parameters could be useful in
determining the dominant effects. Additionally, we could
ask how the details under which we run our simulations
affect our results. Our comparison with Katmai could ben-
efit from determination of the individual effect of prescribed
optical depth versus being dynamically linked to strato-
spheric circulation and the effect of using fixed sea surface
temperatures versus a dynamic ocean.
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