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Effects of Dirty Snow in Nuclear Winter Simulations 

A.M. VOGELMANN, 1 A. ROBOCK, AND R. G. ELLINGSON 

Department of Meteorology, University of Maryland, College Park 

A large-scale nuclear war would inject smoke into the atmosphere from burning forests, cities, and 
industries in targeted areas. This smoke could fall out onto snow and ice and would lower cryospherie 
albedos by as much as 50%. A global energy balance elimate model is used to investigate the max- 
imum effect these "dirty snow" albedos have on the surface temperature in nuclear winter simulations 
which span several years. These effects are investigated for different nuclear winter scenarios, snow 
precipitation rates, latitudinal distributions of smoke, and seasonal timings. We find that dirty snow, 
in general, would have a small temperature effect at mid- and low latitudes but could have a large 
temperature effect at polar latitudes, particularly if the soot is able to reappear significantly in later 
summers. Factors which limit the climatic importance of the dirty snow are (1) the dirty snow albedo 
is lowest when the atmosphere still contains a large amount of light-absorbing smoke; (2) even with 
dirty snow, sea ice areas can still increase, which helps maintain colder temperatures through the sea 
ice thermal inertia feedback; (3) the snow and ice area• affected by the dirty snow albedos are largest 
when there is little seasonal solar insolation; and (4) the area affected by the dirty snow is relatively 
small under all circumstances. 

1. INTRODUCTION 

Nuclear winter theory suggests that large amounts of 
smoke and dust could be injected into the atmosphere as a 
result of a major nuclear exchange [Crutzen and Birks, 1982; 
Turco et al., 1983]. These aerosols would absorb solar radia- 
tion in the upper atmosphere and could cause large drops in 
the surface temperature as well as other climatic perturba- 
tions (see National Research Council (NRC• [1985] and Pit- 
rock et al. [1986] for a review). 

Several studies have shown that snow and ice areas could 

play an important role in the climate's response to 
hypothesized nuclear winter forcings. Robock [1984b] used 
an energy balance climate model (EBCM) to show that the 
cooling caused by this forcing could be enhanced by the 
well-known positive feedback of snow and ice areas on sur- 
face temperature. The initial nuclear winter cooling causes 
the cryospheric areas to increase. These anomalous areas 
raise the planetary albedo, and the formation of more sea ice 
reduces the ocean's thermal inertia. This causes lower tem- 

peratures and these lower temperatures persist after the 
nuclear winter forcing h•s dissipated, because of the thermal 
inertia of the ocean and the time lag required to melt the sea 
ice and snow. These feedbacks were also found to operate in 
nuclear winter experiments conducted with a general circula- 
tion model (CCM)[Covey, 19871. 

The high albedo of pure snow can be reduced by a few 
percent when mixed with only 1 part per million (ppm) of 
carbon soot by weight [Warren, 1982, 1984; Warren and 
Wiscombe, 1980• Chylek et al., 1983]. In the case of nuclear 
winter theory, millions of tons of smoke, composed largely of 
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carbon soot, could be injected into the atmosphere. When 
this smoke is removed from the atmosphere, large quantities 
of soot could be deposited on snow and ice fields, 
significantly lowering their albedos [Crutzen and Birks, 
1982]. Warren and Wiscombe [1985] calculated how the 
snow albedos could change when mixed with different weight 
fractions of nuclear winter smoke. They showed that for the 
scenarios used, a clean snow albedo of 0.84 could drop to a 
"dirty snow" value of 0.50. Such an albedo change could 
have a large climatic effect, particularly in the high lati- 
tudes. 

Ledley and Thompson [1986] applied the albedo results of 
Warren and Wiscombe to a one-dimensional thermodynamic 
sea ice model to examine the effect "smokefall" could have 

on the seasonal variation of sea ice in a clean atmosphere. 
The model, among other things, explicitly computed the 
energy fluxes at the 'ice interface, the change in ice thickness, 
and the albedo change as snow accumulated on the soot 
layer. The model also allowed the soot to reappear if the 
blanketing layer of snow melted. They found that the 
period of ice-free oceans at high latitudes could increase by 
0.3-3.5 months, depending on the timing of the smokefall 
and the latitude. The greatest effects were found in April 
and January when the ice areas are largest. 

The previous studies have not examined the climatic 
effects of the dirty snow while considering the concurrent 
effects of the atmospheric smoke cloud. The presence of the 
smoke cloud could be important to the dirty snow effect by 
reducing the amount of energy available for absorption at 
the surface [Warren and Wiscombe, 1985]. Also, in previous 
models the smoke was deposited at a constant rate over 
different periods of time, thus not including the projected 
lifetimes of the smoke particles nor the evolution of the 
dirty snow albedos. 

This work considers the importance of the dirty snow 
albedos with a global climate model which includes the con- 
current effects of the smoke cloud. A dirty snow parameteri- 
zation is used which considers the long-term deposition of 
the smoke, as dictated by its atmospheric residence times. 
To investigate both short- and long-term effects, different 
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nuclear winter scenarios, latitudinal distributions, snow pre- 
cipitation rates, and seasonal timings are used. 

In section 2 of this paper, the climate model and the 
modifications made to include the nuclear winter smoke 
cloud are described. The nuclear winter scenarios used are 

then discussed in section 3, and section 4 explains how the 
dirty snow albedos were calculated and incorporated in the 
climate model. The results of the climate model experiments 
are given, in section 5, which illustrate the climatic effects of 
the dirty snow. Section 6 contains the summary and discus- 
sion. 

2. CLIMATE MODEL 

The global energy balance climate model used here is 
based on Sellers [1973, 1974] with changes made as indicated 
by Robock [1983]. The seasonal cycle is resolved by 24 time 
steps, each approximately 15 days long. The globe is com- 
posed of 100 latitude bands, each with a separate, zonally 
averaged land and sea component. In the radiation model 
there are three layers in the vertical, one for the surface and 
two for the atmosphere. A detailed surface albedo parame- 
terization is used which includes snow, ice, and meltwater 
area feedbacks. The extent of the snow and ice areas are 

calculated with separate regression equations, based on a fit 
of the surface temperature to the observed cover [Robock, 
1980, 1983]. These regression equations treat only the frac- 
tional area covered by the snow or ice and do not explicitly 
calculate snow depth or sea ice thickness. 

The model uses assumptions and parameterizations which, 
although enabling it to reproduce the current climate, may 
impede the model's ability to accurately simulate climates 
very different than the present. For example, the model has 
a poor vertical resolution, which will not allow it to resolve 
intense inversions, the cloud cover is fixed at the bimonthly 
climatology, and the sea is represented with a simple mixed 
layer ocean model which has a constant depth throughout 
the year. Since this is not a GCM, atmospheric dynamics 
are pararneterized. Because of these and other restrictions, 
these model simulations are best regarded as sensitivity 
experiments which are indications of the climate system's 
potential response to the forcing. 

These sensitivity experiments, although not entirely realis- 
tic climate simulations, can provide useful information. The 
model's coarse spatial resolution allows it to be run very 
quickly and thus makes it possible to perform long-term 
experiments. Because of this computational efficiency, many 
different experiments can be made to further investigate the 
reasons for the resulting patterns. The model's simplicity 
also allows one to analyze the effects of different forcings 
more easily than is possible with more complicated models 
like general circulation models. 

To make nuclear winter simulations, a third atmospheric 
layer containing only smoke and dust was added to the top 
of the climate model. The assumption that these aerosols 
are very high in the atmosphere is reasonable for long-term 
climate experiments since only the aerosols in the upper tro- 
posphere and the stratosphere would have long residence 
times [G hah et al., 1985; Malone et al., 1986; Thompson et 
al., 1986]. The smoke layer does not contain atmospheric 
gases, so it vanishes when the optical depth of the smoke 
and dust is zero. 

The reflectivity and transmissivity of the smoke cloud are 
calculated from the solutions to the two-stream approxima- 
tion [Sagan and Pollack, 1967]. The longwave (wavelengths 
> 4 /•m) optical depth is assumed to be one tenth of the 
visible extinction optical depth. The emissivity is I minus 
the transmission, where the infrared optical depth is multi- 
plied by the diffusivity factor of 5/3 [Lacis and Hansen, 
1974]. The smoke cloud is treated as an isothermal layer, so 
the downward longwave flux may be overestimated (assum- 
ing a temperature inversion in the smoke layer). 

The shortwave radiation absorbed by the aerosol cloud is 
calculated (including the effects of multiple reflections) and 
the sensible, latent, and advective heatings are assumed to 
be zero, since this layer is high in the atmosphere, where 
conditions are relatively stable. The smoke cloud's absorp- 
tion and emission of longwave radiation are coupled to the 
other atmospheric layers of the model, assuming radiative 
equilibrium. The downward longwave flux from the smoke 
cloud, not included in the previous model version [Robock, 
1984b], is thus considered. The temperature response of the 
smoke cloud is calculated separately for clear and cloudy 
(water) conditions over both the land and sea areas in each 
latitude band. 

3. NUCLEAR WINTER SCENARIOS 

Established nuclear winter scenarios are used to force the 

climate model, since it cannot perform particle scavenging 
calculations. This study uses the baseline scenarios of Turco 
et al. [1983], the NRC [1985], and extrapolations of the 
Malone et al. [1986] GCM results. 

In the Turco et al. scenario and the National Research 

Council scenario (hereafter referred to as the TTAPS and 
NRC scenarios, respectively), the initial, instantaneous verti- 
cal distribution of the smoke, its washout rate, and its hor- 
izontal extent were prescribed using best estimates. In the 
TTAPS scenario, 225 Tg of smoke were injected into the 
atmosphere, and in the NRC scenario, 180 Tg of smoke were 
used. The Malone et al. GCM experiments used 170 Tg of 
NRC smoke and the initial NRC vertical distribution but, in 
contrast to the prescribed NRC and TTAPS scenarios, the 
GCM calculated the interactive movement and scavenging of 
the smoke by model-calculated winds and precipitation (also 
see Ghan et al. [1985] and Thompson et al. [1986]). Thus 
these GCM simulations give estimates of the smoke's hor- 
izontal distribution and atmospheric lifetime which are prob- 
ably more realistic than the prescribed scenarios. The 
results of Malone et al. show that 65-85% of the aerosols 

initially injected in the atmosphere could be quickly washed 
out. After the initial washout, the remaining aerosols could 
have a prolonged atmospheric lifetime due to their absorp- 
tion of solar radiation which heats the surrounding air and 
transports the aerosols to higher altitudes (smoke lofting). 
These model results also showed that the smoke (initially 
injected only over the northern hemisphere) could spread 
into the southern hemisphere and it was estimated that after 
many months, a thin layer of smoke could uniformly cover 
the globe. 

The effects of the TTAPS and NRC nuclear winter forc- 

ings were tested when instantly distributed uniformly over 
the northern hemisphere. To construct the Malone et al. 
scenarios, the optical depths from the published GCM runs 

A gray optical depth in the visible is assigned to the (at day 20 for January and day 40 for July)were extrapo- 
smoke layer for each 100 latitude band at every time step. lated in time using the e-folding times given in their paper 
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(1.5 months for January and 6 months for July). In these 
extrapolations the smoke was not allowed to spread horizon- 
tally because of the difficulty in projecting, with any mean- 
ingful degree of certainty, the complicated dynamical 
interactions of the winds and smoke. This overestimates the 

optical depths in the northern hemisphere and underesti- 
mates those in the southern hemisphere. The initial optical 
depths for both summer and winter are lower for the Malone 
et al. scenarios for both winter and summer than for NRC 

or TTAPS. By day 100 of the simulations, the Malone et 
optical depth for summer becomes larger than for the NRC 
case. For winter, the Malone et al. optical depths are 
always smaller than all the others. 

Because the smoke distribution and washout are 

prescribed in the NRC and TTAPS scenarios, it is possible 
to calculate the long-term smoke deposition needed for dirty 
snow calculations. Dirty snow calculations are not possible 
with the Malone et al. scenarios because of a lack of infor- 

mation concerning the smokefall. These extrapolations, 
however, are still useful to obtain a more accurate estimate 
of the possible nuclear winter coolings. This provides 
standard for comparison of the TTAPS and NRC scenarios 
used for the dirty snow experiments. 

4. Dmz• SNOW 

Dirty snow albedos depend on the weight fraction of soot 
in snow: the greater the weight fraction, the lower the snow 
albedo. To obtain this weight fraction, the amount of soot 
and snow which have fallen in every 15-day time step are 
required. In this section, the calculation of "sootfall," 
snowfall, the resulting dirty snow albedos, and the incor- 
poration of these dirty snow albedos into the climate model 
are discussed. (The term "dirty snow" is used as a generic 
term which includes dirty ice and dirty meltwater albedos.) 

4.1. Sootfall and Horizontal Distribution 

The smokefall in the NRC and TTAPS scenarios is calcu- 

lated for each 15-day time step from the prescribed vertical 
injection profiles and washout rates. The sootfall is then 
calculated for each time step, knowing that the NRC smoke 
is composed of 20% NRC soot (by mass) while the TTAPS 
smoke would have to be 50% NRC soot to be consistent 

with published optical data [NRC, 1985, Table 5.7]. The 
soot is deposited at the surface only at the latitudes where 
the smoke cloud is present. These calculations assume that 
the soot is removed only by precipitation scavenging. 
Laboratory experiments indicate that soot would not be 
removed by chemical oxidation [Stephens et al., 1988]. 

To see how credible the calculated smokefall is for the 

prescribed NRC and TTAPS scenarios, they were compared 
to the more realistic, one month interactive GCM smoke- 
scavenging calculations of Ghan et al. (S. Ghan, personal 
communication, 1985). For this comparison the smokefall in 
the NRC and TTAPS scenarios was uniformly distributed 
over the northern hemisphere. The hemispherically distri- 
buted prescribed scenarios (NRC, TTAPS), compared to the 
GCM runs in January or July, overestimate the amount of 
smokefall at the snow-covered high latitudes. This is 
because the fast washout in the GCM runs quickly cleanses 
a majority of the smoke from the atmosphere and deposits it 
at its source region in the mid-latitudes. (After this initial 

washout, smoke lofting markedly slows the deposition rate 
of the the remaining smoke in the GCM simulations.) After 
15 days, the smokefall in the prescribed cases exceeds that in 
the GCM runs everywhere (even in the mid-latitudes), since 
more smoke remained in the atmosphere without the fast 
initial washout. The prescribed hemispheric cases then 
overestimate the amount of smokefall in the higher latitudes 
and its longevity everywhere. 

4.2. Snowfall 

The snowfall rate is not calculated by the climate model, 
so it is parameterized. It is difficult to estimate what the 
long-term precipitation changes could be after such a pertur- 
bation. The present-day snowfall rates over the Arctic 
Ocean and Greenland are 10 kg m '2 month 4, and 30 kg m -2 
month -•, respectively [Warren and Wiscombe, 1985]. (Ten 
kilograms per square meter per month of precipitation is 
equal to I cm of liquid water per month or, if it were all 
snow, about 10 cm of snowfall per month.) These rates are 
smaller than those in most regions of the world. Ghan et al. 
[1985] showed that the precipitation in a nuclear winter 
could be dramatically reduced over land areas, while being 
increased over the ocean areas. 

From these considerations, a baseline precipitation rate of 
10 kg m '"month '• and an excursion value of 30 kg m -2 
month '• are used. The baseline value chosen is on the lower 

end of the perturbed land precipitation rates shown by Ghan 
et al. and thus yields a maximum dirty snow effect. In the 
climate model it is assumed that all precipitation over the 
snow and ice fields is snow and that this snowfall is uni- 

formly mixed with the amount of soot deposited during that 
time step. 

4.3. Dirty Snow Albedo8 

Warren and Wiscombe [1985] calculated the spectrally 
averaged albedos of snow when uniformly mixed with 
different amounts of NRC soot. Their calculations assume 

that the soot particles reside only outside the ice grains 
(externally mixed) which, they stated, would underestimate 
the albedo change of the more likely situation that the soot 
resides both outside and inside the ice grains. (If the soot 
resides only inside the ice grains, it takes only half the soot 
mass of a purely external mixture to yield the same albedo.) 
The albedo effect of dust being mixed with the snow is not 
considered here, since soot is 50 times more effective at 
reducing snow albedos [Warren, 1984]. The dust, however, 
could be important in masking the lower albedo of soot. 

Dirty snow, ice, and meltwater albedos, as a function of 
the soot concentration in snow, were interpolated from the 
results of Warren and Wiscombe, so that the clean values 
matched those used in our climate model (Figure 1). The 
meltwater curve parameterizes the albedo effects as the snow 
and ice age and melt, based on observations. This includes, 
in a gross way, the formation of water puddles, the accumu- 
lation of impurities at the surface, and, in the case of ice, 
the appearance of leads (open water). This parameterization 
does not account for the possibility that the soot is washed 
off the snow or ice surfaces during melting. Nor does it 
account for observations which show that fine dust and soot 

particles tend to accumulate at the surface during the melt- 
ing process, altering the albedo [Warren, 1984]. 
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Fig. 1. Dirty snow, ice, and meltwater albedos as a function of the 
soot content. (The ice areas are assumed to be partially covered 
with snow.) Albedos are spectrally averaged using the solar spec- 
trum at sea level for a subarctic summer standard atmosphere. 
Curves are interpolated from the results of Warren and Wiscombe 
[1985]. Albedos are obtained by interpolating lines which start at 
"clean snow" albedos (0.80, 0.75, 0.40 for the snow, ice, and melt- 
water albedos, respectively) and keep the same fractional distance 
between the new snow curve (of Warren and Wiscombe's graph) 
and the pure soot albedo of 0.05. 

Using this information, the dirty snow albedos were calcu- 
lated as a function of time for the TTAPS and NRC 

scenarios assuming different latitudinal distributions and 
snowfall rates (Figures 2 and 3). The TTAPS dirty snow 
albedos are lower and longer lasting than the NRC albedos 
because there is more smoke injected into the atmosphere, 
the smoke has a longer atmospheric residence time, and it 
has a greater absorption coefficient. 

The dirty snow albedos used by Ledley and Thompson 
[1986] are lower than those found here. This is because the 
smoke in this study was deposited over a longer period of 
time in a manner consistent with its atmospheric lifetime. 
(The smoke was deposited in only 1 month for their sea ice 
model runs.) Also, our work and LedIcy and Thompson's 
both interpolate albedo curves from the results of Warren 
and Wiscombe. Our interpolations assume a slightly smaller 
change in albedo with soot content than Ledley and 
Thompson's. 

o lOO 200 ]00 40o 500 600 700 800 

DAYS 

Fig. 2. Dirty snow and meltwater albedos as a function of time for 
the NRC scenario. The snowfall rate and the smoke's horizontal 
distribution axe indicated for each pair of curves. The snowfall rate 
is constant over time for each curve. 
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Fig. 3. As in Figure 2, but for the TTAPS scenario. The large dip 
in these albedo curves is caused by a layer of higher smoke concen- 
tration which has settled to the ground. (A similar layer does not 
result from the NRC vertical injection profile.) 

4.4. Climate Model Parameterization 

In the climate model it is assumed that for each time step, 
the new layer of dirty snow completely blankets the old 
layer, since there is little difference in their albedos. The 
soot not falling on snow or ice areas does not cause an 
albedo change. As the snow melts, snow and ice albedos 
change linearly with temperature from their value at T < 
-10øC to the corresponding meltwater value at T > 0øC 
[Robock, 1980]. Because the meltwater albedo is already 
low, albedo change when the soot is introduced will be 
smaller than in the case with no meltwater. The climate 

model does not calculate the depth of the snow, so it is not 
possible to explicitly calculate the reappearance of soot 
covered by clean snow. This process is approximated, how- 
ever, in sensitivity experiments discussed later. 

5. MODEL RESULTS 

In this section the temperature drops caused by the 
different nuclear winter scenarios are compared. The first 
model runs are conducted only with clean snow to examine 
the qualitative differences in the forcings caused by the 
different smoke distributions. The effects of dirty snow on 
this cooling are then discussed. See Table 1 for a summary 
of the sections and the results shown. 

5.1. Nuclear Winter Forcings 

The NRC, TTAPS, and Malone et al. [1986] scenarios are 
used to force the climate model to evaluate the plausible 
magnitudes of the nuclear winter cooling, as predicted by 
this model. These model runs were all done using clean 
snow. Of particular interest is how the coolings from the 
prescribed scenarios (used later for the dirty snow experi- 
ments) compare to the more realistic Malone et al. scenarios. 
The temperature drops (or cooling) caused by the nuclear 
winter forcing are displayed by subtracting the unperturbed 
model climatology from the surface air temperature of the 
forced model run. The results shown here are zonally aver- 
aged over the land and sea areas, although the climate 
model calculates land and sea surface air temperatures 
separately. (The cooling minima for the separate land and 
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TABLE 1. Model Results Shown 

Figure 
Number 

Horizontal 

Forcing • Distribution Started 
Field 

Shown b 

4a 

4b 

4c 

5 

Nuclear Winter Forcings 
NAS 0-90øN July 
TTAPS 0-90øN July 
Malone GCM • July 
TTAPS 0-90øN January 

Scenario Dependence 
8a TTAPS 0-90øN January 
6b 

7 a NAS 0-90øN January 
7b 

8a 

8b 

9a 

9b 

9c 

9d 

Seasonal Dependence 
TTAPS 0-90øN July 

TTAPS 0-90øN March 

Smoke Cloud Absorption 
10 TTAPS 0-90øN March 

11a 

lib 
11c 

11d 
11e 

Soot Reappearance 
NAS 0-90øN March 

cooling c 
cooling 
cooling 
cooling 

albedo difference e 

cooling reduction f 
albedo difference 

cooling reduction 

albedo difference 

cooling reduction 
albedo difference 

cooling reduction 
cooling reduction of land 
cooling with dirty snow 

temperature difference9 

albedo difference 

cooling reduction 
cooling with dirty snow h 
anomalous ice areas • 
ice area reduction• 

•See text for explanation of forcing. 
All fields except Figure 9c are zonally averaged over both the land and sea areas. 

CTemperature difference between the nuclear winter run (with clean snow) and model climatology. 
dHorizontal distribution fixed at the final GCM distribution after 40 days. 
Albedo difference between the clean and dirty snow nuclear winter runs. 
Temperature difference between the clean and dirty snow nuclear winter runs. 

gTemperature difference between the clean and dirty snow clean-atmosphere runs. 
hTemperature difference between the nuclear winter run (with dirty snow) and model climatology. 
•Ice area difference between the nuclear winter run (with clean snow) and model climatology. 
•Ice area difference between the clean and dirty snow nuclear winter model runs. 

sea areas in the first year are approximately 150% and 50% 
of the zonally averaged cooling minimum, respectively. 
After the first year, the pattern of the zonal cooling closely 
represents that for either the sea or land areas.) 

The scenarios are first started in July, with the NRC and 
TTAPS forcings distributed uniformly over the northern 
hemisphere, and with the Malone et al. forcing retaining its 
horizontal extent at the end of the 40-day GCM experiment. 
From these results, the NRC cooling (Figure 4a) is less and 
shorter-lasting than the TTAPS cooling (Figure 4b). This is 
because more smoke is injected into the atmosphere in the 
TTAPS scenario, it stays in the atmosphere longer, and it 
absorbs solar radiation better than the smoke in the NRC 

scenario. Note that cooling is possible in the southern 
hemisphere (where there is no direct forcing) as a result of 
the heat transport across the equator. The initial cooling of 
the Malone et al. run (Figure 4c) is smaller than in either of 
the prescribed scenarios (due to the fast washout), but the 
long-term cooling is intermediate to that in the TTAPS and 
NRC scenarios (because of the long smoke residence time 
caused by the summertime smoke lofting). 

When the hemispherically distributed NRC and TTAPS 
scenarios are started in January, there is much less cooling, 
because it is already cold in the northern hemisphere and 
there is little solar radiation for the smoke cloud to absorb. 

(Figure 5 (TTAPS)). Note that warming initially occurs at 

the high latitudes since the smoke cloud does not reduce the 
solar flux reaching the ground in that region (none), but 
does trap the terrestrial radiation which normally escapes to 
space. The NRC run (not shown) caused about half the 
cooling of the TTAPS run. The January Malone et al. run 
(not shown) causes virtually no cooling since the lack of 
solar radiation reduces the smoke lofting and allows the 
smoke to be quickly washed out of the atmosphere. 

In summary, the prescribed scenarios seem to provide a 
reasonable range for the nuclear winter forcing as compared 
to the GCM extrapolations. Presumably, these same 
scenarios would then also provide a reasonable range for the 
dirty snow modifications. 

5.2. Comparison With Other Simulations 

The amount of cooling found in the previously described 
model runs is systematically less than that found by other 
climate models for comparable nuclear winter scenarios [e.g. 
NRC, 1985; Pittock et al., 1986]. There are several reasons 
for this difference. One is that the climate model used here 

has a very low vertical resolution, preventing the simulation 
of strong surface temperature inversions with their resulting 
cold surface temperatures. Another significant factor is that 
the model uses 15-day time steps, thus forcing the model 
with 15-day average optical depths and calculating 15-day 
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average climate response. This will smooth out the high 
optical depths and large surface temperature drops found in 
calculations which have several time steps per day. In addi- 
tion, the downward infrared flux from the isothermal smoke 
layer used in these calculations is overestimated, as com- 
pared to a smoke layer with a temperature that increases 
with height. Also, soil heat capacity is included in our simu- 
lations, which would reduce the surface temperature 
response, an effect not included in the published GCM calcu- 
lations. All of these factors reduce the short-term cooling of 
the model and would consequently reduce the longer-term 
cooling and the cryospheric feedbacks discussed in section 
5.3. Finally, we display zonally averaged results, which 
include the lower temperature response over the oceans. 
Comparisons with other surface temperatures zonally aver- 
aged over land areas should multiply the coolings shown 
here by about 1.5, as discussed earlier. When comparing our 
coolings to maximum midcontinent coolings shown by oth- 
ers, our coolings should be increased by even more (2 - 4). 

5.3. Sea Ice Feedbacks 

A feature to note in the previous results is that after the 
direct nuclear winter forcing has ended (0.7 years for the 
NRC, 2.7 years for the TTAPS, and 2.0 years for the July 
Malone et al. case), cooling persists in all the experiments 
shown. This prolonged cooling is caused primarily by the 
ocean's sea ice thermal inertia feedback. The increased sea 

ice areas make the ocean more continental which allows it to 

cool more quickly, causing lower temperatures which, in 
turn, support the existence of anomalous cryospheric axeas 
in a positive feedback loop. This feedback has also been 
observed with this model when forced with volcanic dust 

veils [Robock 1981, 1984a I in previous nuclear winter experi- 
ments, which did not include the downward infrared flux 
from the smoke cloud [Robock, 1984b], and in data analysis 
of surface temperature response to volcanic forcing [Robock, 
1985]. The response pattern, with the laxgest response at 
high latitudes in winter, is also found in equilibrium calcula- 
tions with the same energy balance climate model for experi- 
ments changing the solar constant by 1% [Robock, 1983] and 
in GCMs for quadrupling CO2 [e.g., Manabe and Stouffer, 
1980]. It is caused by an amplified or reduced seasonal cycle 
in high latitudes as the extent of the ice cover of the ocean 
makes it more or less continental. Covey [1987] also finds 
these feedbacks in extended GCM nuclear winter experi- 
ments. 

5.4. Scenario Dependence 

The climate model was forced with the same scenarios as 

above but using dirty snow albedos. Output fields from the 
nuclear winter runs with and without dirty snow were sub- 
tracted to display its net effect. The baseline precipitation 
rate of 10 kg m '2 month '• is used for the dirty snow calcula- 
tions. The objective of these first experiments is to deter- 
mine how the dirty snow's "cooling reduction" differs 
between the TTAPS and NRC scenarios. 

The TTAPS scenario is started in January, with the forc- 
ing spread uniformly over the northern hemisphere. Figure 
6a shows that the dirty snow can lower the surface albedo 
by as much as 0.3 in the high latitudes. This "albedo 
difference" is virtually all due to the dirty snow and sea ice, 
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Fig. 6. The hemispherically distributed TTAPS scenario started in January. (a) Zonally averaged difference between 
the surface albedos (nuclear winter run with clean snow minus run with dirty snow, the "albedo difference"). Years 2 
and 3 and southern hemisphere not shown because differences there are small, less than 0.05. (b) Zonally averaged 
difference between the surface air temperatures (in degrees Celsius) (nuclear winter run with dirty snow minus run with 
clean snow, the "cooling reduction"). Southern hemisphere not shown because differences there are small, less than 
0.01øC. 

but a small component is also due to changes in the snow 
and ice areas and to different temperatures (affecting the 
albedos via the meltwater mechanism). There is no large 
albedo difference in the second year, since most of the smoke 
has already been removed from the atmosphere, and its pos- 
sible reappearance is not modeled here. The difference in the 
surface air temperature between the clean and dirty snow 
nuclear winter model runs is given in Figure 6b which indi- 
cates that the dirty snow reduces the nuclear winter cooling 
at the pole by 1.0øC. The maximum "cooling reduction" 
occurs in June, when the incident solar radiation is greatest, 
not in January, when the dirty snow albedo difference is 
greatest. This illustrates the importance of the seasonally 
dependent solar radiation. At the pole the maximum cool- 
ing reduction (1.0øC) reduces the clean snow nuclear winter 
cooling by 44o/0 (compare Figure 5 to Figure 6b). At 60øN 
the maximum cooling reduction (0.5øC) is a 20% "relative 
cooling reduction" in the first year ("relative," that is, to 

the clean snow nuclear winter cooling). A cooling reduction 
continues into the second year, where there is no large 
albedo difference to support it. This extended cooling reduc- 
tion is caused by the thermal inertia of the system which 
retains some of the initial dirty snow cooling reduction. 

The NRC scenario is started in January and spread uni- 
formly over the northern hemisphere. The albedo difference 
and the accompanying cooling reduction are given in Figures 
7 a and 7b. The NRC albedo differences are smaller and not 

as long-lived as the TTAPS albedo differences and, for this 
reason, the NRC cooling reductions are also smaller than the 
TTAPS cooling reductions. The maximum NRC cooling 
reduction at the pole, 0.8øC, causes a relative cooling reduc- 
tion of 80%. The maximum cooling reduction at 60øN 
(0.35øC) causes a relative cooling reduction of 30ø•. Note 
that the cooling reductions in both the NRC and TTAPS 
scenarios are mainly constrained to the small area poleward 
of 60øN. The maximum relative cooling reductions at the 
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Fig. 8. As in Figure 6, but for the hemispherically distributed TTAPS scenario started in July. 

pole are greater for the NRC scenario (80%) than for the 
TTAPS scenario (44%), mostly because there is much less 
nuclear winter cooling in the NRC scenario but also since 
the smoke cloud is more transparent to solar radiation, 
which allows more radiation to reach the surface to be 

absorbed. The importance of the smoke cloud's absorption 
of solar radiation to the temperature effect of the dirty snow 
is discussed later. 

The TTAPS scenario causes the greater absolute cooling 
reductions so, for illustration, this forcing is used to investi- 
gate the effects of the dirty snow for different seasonal tim- 
ings. 

5.5. Seasonal Dependence 

The hemispherically distributed TTAPS scenario is started 
at different times of the year to examine the seasonal depen- 
dence of the dirty snow forcing. 

The albedo difference between the clean and dirty snow 
runs of the July forcing is given in Figure 8a. These albedo 
differences have a smaller spatial extent than in the hemis- 
pherically distributed January case (compare Figure 6a and 
Figure 8a) because of the smaller summertime snow and ice 
areas (not shown). Hence the maximum cooling reduction in 
the July case (0.7øC, see Figure 8b) is smaller than that in 
the January case (1.0øC). The maximum cooling reduction 
for the July case occurs in the second year, when the atmo- 
sphere is cleaner and the dirty snow does not cause a detect- 
able albedo difference. This is obviously not a direct albedo 
effect, but a nonlinear model response due to the reduced 
thermal inertia and meltwater feedbacks. 

Another factor which influences the dirty snow effect is the 
climatological cloud cover in the polar region in the northern 
hemisphere summer (80-90%). Should the cloud coverage 
decrease markedly in a nuclear winter, the cooling reduction 
caused by the dirty snow albedos would be larger. 

When the hemispherically distributed TTAPS forcing is 
started in October (not shown), the dirty snow causes the 
smallest cooling reduction, even though its albedo differences 
are larger than in the July case. This is because the max- 
imum albedo difference occurs when the solar insolation is a 

minimum in the northern hemisphere. 

The maximum dirty snow effect occurs when the forcing is 
started in late March. For this seasonal timing the albedo 
differences are largest (due to the larger snow and ice areas) 
at the same time the solar insolation is increasing (Figure 
9a). This yields the greatest cooling reductions at the pole 
of 2.2øC the first year, and 0.6øC in the second year (Figure 
9b). In this case, the effects at the mid-latitudes are much 
greater than in the previous experiments. This is particu- 
larly evident in the cooling reduction over the more sensitive 
land areas (Figure 9a). The zonally averaged relative cool- 
ing reductions at the poles are 42% the first year and 38% 
the second year (compare Figure 9b to Figure 9d). At 60øN 
the maximum cooling reductions of 0.9øC the first year and 
0.4øC the second year represent relative cooling reductions of 
16% and 13%, respectively. The cooling reductions here, as 
in the previous dirty snow cases, still have a shorter dura- 
tion than the nuclear winter cooling (given in Figure 9d). 
When the precipitation rate of 30 kg m '2 month '• is used 
(not shown), the relative cooling reductions at the pole are 
23% the first year and 20% in the second. 

5.6. Smoke Cloud Absorption 

Warren and Wiscombe [1985] stated that the surface 
albedos may not be very important until the atmosphere has 
lost most of its light-absorbing smoke. The objective of this 
section is to quantify the importance of the smoke cloud at 
reducing the temperature effects of the dirty snow. 

The hemispherically distributed TTAPS scenario, started 
in March, was used for this test, since it produces the max- 
imum dirty snow effect. In this experiment the climate 
model was run, as before, with the nuclear winter smoke 
cloud in place for the clean and dirty snow cases, and the 
surface albedos for each case were saved. (The "surface 
albedos" saved include information about the actual albedos 

and the cryospheric areas produced.) The model was then 
run with a clean atmosphere while using the saved clean and 
dirty snow albedos. Comparing the temperature differences 
(between the clean and dirty snow runs) of the clean and 
smoke cloud atmospheres, we can see how the same surface 
albedo difference can cause different temperature responses 
depending on whether a smoke cloud is present or not. 
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Fig. 9. (a and b) As in Figure 6, but for the hemispherically distributed TTAPS scenario started in March. (c) Cool- 
ing reduction zonally averaged only over the land areas. (d) Zonally averaged cooling (in degrees Celsius) when the 
dirty snow albedos are used (nuclear winter run with dirty snow minus unperturbed climate). 

The temperature difference between runs with and without 
dirty snow in a clean atmosphere is given in Figure 10. As 
expected, the clean atmosphere temperature differences are 
much greater than the temperature differences in the smoke 
cloud atmosphere since the darker snow is able to absorb 
more solar energy incident at the surface. Comparing Fig- 
ure 9b and Figure 10, the temperature difference caused by 
the dirty snow is increased by 82% when a smoke cloud is 
not present. This shows that the smoke cloud does, in fact, 
play a large role in reducing the short-term effect of the 
dirty snow albedos. It then also plays a large role in reduc- 
ing the positive snow albedo surface temperature feedback in 
the first year. 

5.7. Soot Reappearance 

It is possible that the soot may reappear in later summers 
when the snow cover melts [Warren and Wiscombe, 1985; 
Ledley and Thompson, 1986]. This could be important, since 
small albedo differences in the later years could cause large 

temperature differences after the smoke cloud has dissipated 
and more solar radiation is made available at the surface for 

absorption. The albedo difference caused by the soot's reap- 
pearance in later years would probably be much smaller 
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Fig. 10. Dirty snow effects in a clean atmosphere. Temperature 
difference (in degrees Celsius) between the "clean-atmosphere" runs 
which use the clean and dirty snow albedos saved from the nuclear 
winter runs (dirty snow run minus clean snow run). The albedo 
difference (between the clean and dirty snow albedos) is given in 
Figure 
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than its albedo difference in the first year because the soot 
could only reappear on permanent snow areas and multiyear 
sea ice areas which cover a relatively small area of the globe. 
Also, the soot could only reappear in the areas where the 
covering snow pack had melted enough to expose the soot. 
In the current climate the snow on the Arctic sea ice melts 

completely in the summer [Warren and Wiscombe, 1985]. 
This, however, is in the absence of the nuclear winter cooling 
and the cryospheric feedbacks which could both increase the 
snow and ice packs and hinder their subsequent melting. 
Eventually, the soot would probably be buried permanently 
by snow or ice, like the volcanic ash deposits and other 
impurities found in glacial ice cores [Warren, 1984]. 

The possible effects of the soot in later years are investi- 
gated using a simple reappearance parameterization. Of 
particular interest is how this reappearance (after the smoke 
cloud has dissipated) interacts with the long-term cooling 
controlled by the thermal inertia of the ocean and the cryos- 
pheric feedbacks. The maximum long-term dirty snow effect 
would be achieved when the smoke is quickly removed from 
the atmosphere (as in the January case of Malone et al. 
[1986]). In this case the nuclear winter cooling is minimized 
as is the long-term cooling controlled by the cryospheric 
feedbacks and the ocean's thermal inertia. This would also 

cause a greater concentration of soot in the snow pack, since 
the smoke is deposited in a shorter period of time. Since the 
smoke is quickly washed out of the atmosphere in the NRC 
scenario (62% removed the first month and 78% by the end 
of the second month), it was chosen to simulate this situa- 
tion. This forcing was started in March and was hemispher- 
ically distributed to achieve the maximum dirty snow effect. 

To approximate the possible reappearance of the soot, the 
meltwater albedo was maintained at its lowest NRC value 

(0.23), while the dirty snow albedos changed as indicated in 
Figure 2 (the baseline precipitation rate was used). During 
melting this parameterization reduces the snow and ice 
albedos to the lower meltwater value at a faster rate than if 

the snow were clean. Similar albedo changes could be 
expected if an underlying layer of soot were uncovered and 
brought to the surface. This parameterization overestimates 
the possible dirty snow albedo change, since the cryospheric 
areas which re-form after melting completely (thus discharg- 
ing their soot content) are still assumed to have this dirty 
meltwater albedo. This parameterization also assumes that 
the soot is always uncovered during melting and can never 
be concealed by the snow or ice pack. Although being an 
extreme, this parameterization may be more realistic in the 
second year than not allowing the soot to reappear at all. 

The albedo differences between the clean and dirty snow 
nuclear winter model runs are given in Figure 11a. With 
this meltwater parameterization, the albedo differences in 
the later years (0.20) are almost equal in amplitude to the 
albedo differences in the first year. The maximum albedo 
differences appear in the summertime, when the solar insola- 
tion and melting is greatest. The albedo differences in the 
third year are probably unrealistically large (particularly in 
the mid-latitudes), since the snow and ice which had melted 
and re-formed would not have this dirty meltwater albedo. 
Figure l lb shows that large and persistent cooling reduc- 
tions occur after the first year. The cooling of the nuclear 
winter run with dirty snow is given in Figure 11c. Figure 
11c indicates that the soot reappearing in a clean atmo- 

sphere can actually cause warming at the pole as great as 
1ø(3. The maximum dirty snow cooling reductions in the 
second year, relative to the clean snow nuclear winter cool- 
ing, are 110% at the pole and 55% at 60øN. Although this 
extreme dirty snow parameterization can cause anomalous 
warming, anomalous cooling can also exist in the wintertime 
at the poles more than 2 years after the nuclear winter forc- 
ing has stopped as well as in other regions. 

To understand how this cooling is able to persist, the sea 
ice area feedback is examined. When the NRC nuclear 

winter forcing is applied with clean snow albedos, the sea ice 
areas increase as illustrated in Figure 11d. Figure 11d shows 
that in response to the nuclear winter cooling, 7.5% more of 
the total sea area is covered by ice. When the dirty snow 
albedos are used with this reappearance parameterization, 
these sea ice areas are decreased by the amount given in Fig- 
ure 11e. From these results, the dirty snow is able to 
decrease the anomalous ice areas by 30 to 50%, depending 
on the latitude and year after the start of the forcing. This 
suggests that the dirty snow albedos could play an impor- 
tant role in reducing the ice area feedback by opening the 
sea areas more quickly. But even with the persistent reap- 
pearance of soot, the anomalous ice areas still exist after the 
direct nuclear winter forcing has dissipated. The ice area 
feedback continues because it only requires cold tempera- 
tures to operate, while the dirty snow requires exposure to 
sunlight, which is hindered by snow coverage, and the block- 
ing of sunlight by both smoke and water clouds. 

6. DISCUSSION 

A global energy balance climate model was forced with the 
nuclear winter scenarios of TTAPS, NRC, and Malone et al. 
The magnitude of the nuclear winter cooling caused by these 
forcings varied a great deal depending on the scenario used 
and the seasonal timing. With the exception of the January 
Malone et al. scenario, the results show that long-term cool- 
ing was possible after the direct forcing had ended due to 
the cryospheric feedbacks and the ocean's thermal inertia. 
These results show qualitative agreement between the 
current improved version of the climate model and that used 
by Robock [1984b], which neglected the downward infrared 
flux from the smoke cloud. The amplitude of the sustained 
cooling, however, is less than that suggested by Robock 
[1984b] and, with the present radiation scheme, warming can 
even occur at the pole in the winter. 

The ability of the dirty snow to reduce this cooling was 
then investigated. The dirty snow causes large albedo 
changes in the high latitudes in the first year which reduce 
the nuclear winter cooling at the pole by 8 to 80%, depend- 
ing on the scenario used and the seasonal timing. The 
relative cooling reductions at 60øN were approximately half 
those at the pole. The greatest factor affecting the relative 
cooling reductions was the varying magnitude of the nuclear 
winter cooling itself. The cooling reductions were greatest 
when the forcing was started in March and January, since 
the albedo changes were best correlated with the incident 
solar radiation. Ledley and Thompson [1986] also found this 
same seasonal sensitivity of the forcing in their dirty snow 
study on sea ice coverage. 

In an experiment designed to maximize the dirty snow 
effect, the soot was allowed to continually reappear. In this 
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Fig. 11. (a and b) As in Figure 6, and (c) as in Figure 9d, but for the hemispherically distributed NRC scenario 
started in March, using the soot reappearance parameterization. (d) Sea ice area feedback. The increase in the frac- 
tional amount of the total sea area covered by ice in a nuclear winter (nuclear winter model run (with clean snow) 
minus climatology). (e) Sea ice area reduced by the dirty snow. The difference in sea ice coverage caused by the dirty 
snow (nuclear winter run with clean snow minus run with dirty snow). 

extreme parameterization, the dirty snow was able to cause 
net warming on the order of 1øC at the poles. The 
anomalous sea ice areas (caused by the nuclear winter cool- 
ing) were reduced between 30 and 50%, depending on the 
latitude and time after the start of the forcing. This shows 

that the reappearance of dirty snow could lessen the impor- 
tance of the ice area feedback. But with the continual reap- 
pearance of the soot, positive ice area anomalies still contin- 
ued more than 2 years after the nuclear winter forcing had 
ended. This heightened the high latitude sensitivity, via the 
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sea ice thermal inertia feedback, enabling the wintertime 
polar temperatures to be colder than climatology by IøC, 
while the summertime temperatures were warmer than 
climatology by about the same amount. 

The results of LedIcy and Thompson showed that the 
dirty snow could cause open oceans at 82.5øN for periods of 
1.4-3.5 months. Our model results, however, show that 
even with the soot reappearance parameterization, there is 
still 5% more sea area covered by ice at that latitude. This 
discrepancy can mostly be explained, since the model used 
by LedIcy and Thompson could not consider the effects of 
the smoke cloud in decreasing the solar radiation incident at 
the surface, the accompanying surface cooling, and, espe- 
cially, the cryospheric feedbacks, which were all shown in 
this study to be important. Also, the sea ice model used by 
LedIcy and Thompson does not calculate the fraction of the 
sea area covered by ice at each latitude, and their model 
cannot thermodynamically support ice south of 67.5øN [Led- 
ley and Thompson, 1986]. This may make their ice cover 
more sensitive to the dirty snow forcing. Other differences 
between these studies are that the dirty snow albedos used 
here are higher than those used by Ledley and Thompson. 
This is because the smoke in this study was deposited over a 
longer period of time in a manner consistent with its atmos- 
pheric residence time, and our interpolation of albedo curves 
from the results of Warren and Wi, combe [1985] assumed 
that the dirty snow albedos changed less with soot content 
than the interpolations done by LedIcy and Thompson 

A wide range of effects was considered with the dirty snow 
forcings. The results shown here are dependent on the 
present model's sensitivity to the forcing and on many 
assumptions and parameterizations which do not explicitly 
treat all of the complicated processes involved in simulating 
nuclear winter or dirty snow forcings 

In the experirnents shown here, cases were chosen to max- 
imize the dirty snow effect. If a higher precipitation rate 
were used (resulting in a lower soot concentration and 
smaller albedo reduction) or if the total sootfall were 
restricted more to the mid-latitudes, the dirty snow effects 
would be even less. If the climate model were more sensi- 

tive, in line with GCMs, then the sea ice thermal inertia 
feedback would be even larger and might be even more dom- 
inant over the dirty snow effect. 

In conclusion, the net result of these experiments is that 
the effect of dirty snow can be very large at the poles, par- 
ticularly if the soot is able to significantly reappear in later 
summers. The effect at the lower latitudes (60øN), however, 
is much weaker. The long-term importance of the dirty 
snow is particularly dependent upon the initial magnitude of 
the nuclear winter cooling, which strongly influences the 
long-term cooling controlled by cryospheric feedbacks and 
by the thermal inertia of the ice-free areas. The long-term 
dirty snow effect is relatively small on the global climate, 
unless it is able to significantly reappear in later summers. 

There are three primary factors which limit the impor- 
tance of the dirty snow. One is that the albedo change is 
greatest when there is still a large amount of smoke in the 
atmosphere, thereby only allowing a small amount of the 
incident solar radiation to reach the surface. (The water 
cloud cover also reduces the amount of solar energy which 
can be absorbed at the surface by the lower albedo.) The 
second factor is that the cryospheric feedbacks are still able 
to produce larger ice areas which help maintain colder tem- 

peratures via the thermal inertia feedbacks. The last factor 
is that the soot can only have a significant albedo effect on 
the small areas covered by snow and ice. These areas are 
greatest, however, when the seasonal solar radiation is a 
minimum. 
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