Northern Hemisphere winter warming and summer monsoon reduction after volcanic eruptions over the last millennium
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Abstract Observations show that all recent large tropical volcanic eruptions (1850 to Present) were followed by surface winter warming in the first Northern Hemisphere (NH) winter after the eruption. Recent studies show that climate models produce a surface winter warming response in the first winter after the largest eruptions but require a large ensemble of simulations to see significant changes. It is also generally required that the eruption be very large, and only two such eruptions occurred in the historical period: Krakatau in 1883 and Pinatubo in 1991. Here we examine surface winter warming patterns after the 10 largest volcanic eruptions between 850 and 1850 in the Paleoclimate Modeling Intercomparison Project 3 last millennium simulations and in the Community Earth System Model Last Millennium Ensemble. These eruptions were all larger than those since 1850. Though the results depend on both the individual models and the forcing data set used, we have found that models produce a surface winter warming signal in the first winter after large volcanic eruptions, with higher temperatures over NH continents and a stronger polar vortex in the lower stratosphere. We also examined NH summer precipitation responses in the first year after the eruptions and find clear reductions of summer Asian and African monsoon rainfall.

1. Introduction

Volcanic eruptions can have global climate impacts lasting several years. Indeed, large explosive eruptions can inject sulfur gases into the stratosphere, which are then converted to sulfate aerosols [Robock, 2000]. These large masses of stratospheric aerosols decrease incoming shortwave (SW) solar radiation, resulting in the well-known cooling of Earth’s surface [Robock and Mao, 1995; Robock, 2000]. Ice core reconstructions have been vital tools for recording volcanism in the distant past [Gao et al., 2008; Crowley et al., 2002; Stenchikov et al., 2002]. On the other hand, observations show an increase in the SW forcing due to stratospheric aerosols, which results in a cooling of the stratosphere, increasing the equator-to-pole temperature gradient. Volcanic aerosols are also associated with solar stratospheric ozone loss by activation of halogens, which results in a cooling of the stratosphere, further increasing the gradient [Solomon, 1999; Stenchikov et al., 2002; Stenchikov et al., 2012; Barnes et al., 2016]. By the thermal wind relation, the anomalous temperature gradient results in stronger westerly winds in the stratosphere.

In addition to reflecting incoming solar radiation, sulfate aerosols absorb solar near-infrared and terrestrial infrared radiation [e.g., Lacis et al., 1992; Stenchikov et al., 1998]. For tropical volcanic eruptions, this infrared forcing leads to an anomalously warm equatorial lower stratosphere, increasing the equator-to-pole temperature gradient. Volcanic aerosols are also associated with solar stratospheric ozone loss by activation of halogens, which results in a cooling of the stratosphere, further increasing the gradient [Solomon, 1999; Stenchikov et al., 2002; Stenchikov et al., 2012; Barnes et al., 2016]. By the thermal wind relation, the anomalous temperature gradient results in stronger westerly winds in the stratosphere.

It is unclear, however, what contribution the enhanced temperature gradient from heating by volcanic aerosols makes to the strengthened stratospheric polar vortex at 60°N [Stenchikov et al., 2002; Toohey et al., 2014; Bittner et al., 2016b]. It has also been proposed that maximum surface cooling in the tropics weakens the meridional temperature gradient in the troposphere, leading to a decrease in upward planetary wave flux and causing a strengthened polar vortex [Stenchikov et al., 2002]. On the other hand, observations show an
increased wave flux after large volcanic eruptions [Graf et al., 2007]. Recently, modeling studies have resulted in newly proposed mechanisms for the strengthened polar vortex, including increased stratospheric residual circulation and southward deflection of planetary waves [Toohey et al., 2014; Bittner et al., 2016b]. Despite the uncertainty with regard to the mechanism, the strengthened polar vortex leads to positive temperature anomalies over northern Eurasia and sometimes parts of North America, a response known as “winter warming” [Robock and Mao, 1992; Perlwitz and Graf, 1995]. Significant cooling has also been observed in the Middle East [Robock, 2000].

A strengthened polar vortex has been associated with a positive phase of the North Atlantic Oscillation (NAO) and the Arctic Oscillation (AO), both indices of the wintertime variability of Northern Hemisphere (NH) sea level pressure [Hurrell, 1995; Thompson and Wallace, 1998; Shindell et al., 2004; Christiansen, 2008]. A positive phase of the AO is characterized by anomalously low pressure over the pole and anomalously high pressure at midlatitudes; the anomalies change signs in the negative phase. After large tropical volcanic eruptions a positive phase of the AO has been observed for the following one to two winters [Robock and Liu, 1994]. Similar drought conditions were reported across India in the summer after the 1783–1784 Laki eruption in Iceland [Mooley and Pant, 1981]. This is caused by a weakening of the Indian and African monsoon due to inhomogeneous cooling of the land and ocean, which decreases the temperature gradient between Europe and Asia and the Pacific and Indian Oceans [Oman et al., 2006; Liu et al., 2011; Man et al., 2012, 2014; Man and Zhou, 2014].

Stenchikov et al. [2006], Driscoll et al. [2012], and Charlton-Perez et al. [2013] showed that current climate models produced imperfect simulations of the surface winter warming response to large volcanic eruptions when examining an average of the first two NH winters following volcanic eruptions between 40°S and 40°N, producing only a slightly strengthened stratospheric vortex, and failing to reproduce observed NH winter temperature responses following volcanic eruptions. Charlton-Perez et al. [2013] also showed that results remained largely unchanged whether considering low-top or high-top models. The perceived inability of climate models to produce this dynamical response in past studies has been attributed to several weaknesses in the models, including a simplified treatment of volcanic aerosols and deficiencies in model implementation of the Brewer-Dobson circulation [Stenchikov et al., 2006; Marshall et al., 2009; Thomas et al., 2009; Driscoll et al., 2012]. A lack of ozone chemistry in the models has also been thought to contribute to the lack of a dynamical response, though some debates exist with respect to the importance of ozone depletion for the surface winter warming response [Stenchikov et al., 2002; Marshall et al., 2009]. Still, others have suggested that the models are unable to produce an AO response to large-scale forcing [Otterå, 2008; Driscoll et al., 2012], though Stenchikov et al. [2004], Shindell et al. [2004], and Bittner et al. [2016a] showed that this might not be the case.

In contrast to earlier studies, Zambri and Robock [2016] found that, if looking at just the first winter after large tropical eruptions, most of the Coupled Model Intercomparison Project 5 (CMIP5) [Taylor et al., 2012] models can produce a fairly strong surface winter warming. Through analysis of zonal wind anomalies, Barnes et al. [2016] and Bittner et al. [2016a] similarly found a strengthened polar vortex in the first winter after the largest eruptions in the CMIP5 historical simulations. In addition, previous studies have suggested that the simulated response does not depend on the chosen volcanic forcing data set [Driscoll et al., 2012; Maher et al., 2015]. On the other hand, others argue that the choice of volcanic forcing can significantly impact model responses [Schmidt et al., 2011; Toohey et al., 2014].

Bittner et al. [2016a] and Zambri and Robock [2016] were able to isolate the surface winter warming and summer monsoon signals by looking at only large (at least as large as 1991 Pinatubo) tropical volcanic eruptions. However, since 1850 there have only been two such eruptions, 1883 Krakatau and 1991 Pinatubo. Here we look at the previous 1000 years and were able to use 10 large volcanic eruptions, so as to extract a clearer
signal of the volcanic response for the first winter and summer after large eruptions. We restricted our analysis to eruptions between 40°S and 40°N. We examined the Paleoclimate Modeling Intercomparison Project 3 (PMIP3) [Braconnot et al., 2012] last millennium (past1000) simulations and the Community Earth System Model Last Millennium Ensemble (CESM-LME) [Otto-Bliesner et al., 2016] for 850 to 1850. The past1000 simulations include six simulations of the Goddard Institute for Space Studies E2-R (GISS-E2-R) climate model and single simulations from eight additional modeling groups (Table 1). For the LME we consider a 14-member ensemble, including five runs with volcanic forcing only. This is the first such analysis for PMIP simulations. The models, experiments, and analyses are described in section 2; results are presented in section 3; and in section 4, we present our discussion and conclusions.

### 2. Methods

After excluding one additional available model simulation that reduced the solar constant to achieve the radiative forcing associated with volcanic eruptions, we analyzed a total of 28 simulations of the period 850–1850 C.E. This includes 14 simulations from the PMIP3 past1000 experiment and 14 from the LME. Six of the 14 past1000 simulations come from the same model, GISS-E2-R, and so we analyze these runs separately. Furthermore, we separate simulations by the volcanic data set by which they were forced. Specifically, of the eight non-GISS past1000 simulations, four used the Gao et al. [2008] (GRA) forcing data set, while the other four used the Crowley et al. [2008] (CEA) forcing. Of the six GISS-E2-R simulations, three were forced with about twice the prescribed forcing from the GRA data (2×GRA) and three with the CEA forcing. Aside from the GRA forcing being doubled in the GISS-E2-R simulations, the two volcanic forcing data sets also differ in their conversion from sulfate ice core concentrations to aerosol optical depth (AOD). The GRA forcing assumes a linear relationship between total stratospheric aerosol load and global AOD, while CEA provides an estimate of AOD from a 2/3 power scaling for eruptions larger than the 1991 Pinatubo eruption [Crowley and Unterman, 2013; Metzner et al., 2014]. The Giss simulations also presume the same relationship between AOD and effective radius as in Sato et al. [1993], making the aerosol particle sizes proportionally larger for the larger eruptions. In addition, MRI-CGCM3 interactively computes the conversion from SO2 injection to stratospheric aerosol; this is the only model of the set that uses an interactive scheme. Different events are captured in the two data sets, and common events often have different amplitudes based on the different methods of conversion [Sigl et al., 2014]. Thus, we analyze the GRA-forced and CEA-forced simulations separately. All 14 of the CESM-LME simulations used the GRA forcing. Nine of the simulations included all forcings, while the remaining five included only volcanic forcing. We analyze the all-forcing and the volcano-only runs separately. Although five of the six ensembles include all forcings, while the last includes volcanic forcing only, other forcings (e.g., greenhouse gases, ozone, and tropospheric aerosols) were set to preindustrial levels and therefore should not have an impact on the results. Therefore, it is valid to compare the volcano-only simulations with those simulations that have all forcings implemented. Only MIROC-ESM includes an internally generated quasi-biennial oscillation. More information about the individual models can be found in Table 1.

We analyze surface air temperature, zonal mean zonal wind, geopotential height, and mean sea level pressure for the first NH winter (December, January, and February (DJF)) and precipitation for the first NH

### Table 1. Last Millennium Ensemble Models, Volcanic Forcing Data Set Useda, and Number of Ensemble Members

<table>
<thead>
<tr>
<th>Model</th>
<th>Volcanic Forcing</th>
<th>Model Resolution (Lat × Lon × Lev)</th>
<th>Number of Ensemble Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCC-CSM1-1</td>
<td>GRA</td>
<td>128 × 64 × 26</td>
<td>1</td>
</tr>
<tr>
<td>CESM1-CAM5</td>
<td>GRA</td>
<td>144 × 90 × 26</td>
<td>9 all forcing, 5 volcanic only</td>
</tr>
<tr>
<td>CCSM4</td>
<td>GRA</td>
<td>288 × 192 × 26</td>
<td>1</td>
</tr>
<tr>
<td>CSIRO-Mk3L-1-2</td>
<td>CEA</td>
<td>64 × 56 × 18</td>
<td>1</td>
</tr>
<tr>
<td>FGOALS-s2</td>
<td>GRA</td>
<td>128 × 108 × 26</td>
<td>1</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>CEA, 2×GRA</td>
<td>144 × 90 × 40</td>
<td>3 CEA, 3 2×GRA</td>
</tr>
<tr>
<td>HadCM3</td>
<td>CEA</td>
<td>96 × 73 × 19</td>
<td>1</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>CEA</td>
<td>128 × 64 × 80</td>
<td>1</td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td>CEA</td>
<td>196 × 98 × 47</td>
<td>1</td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>GRA, interactive</td>
<td>320 × 160 × 48</td>
<td>1</td>
</tr>
</tbody>
</table>

aGRA = Gao et al. [2008], CEA = Crowley et al. [2008].
summer (June, July, and August (JJA)) after the 10 largest eruptions between 40°S and 40°N in the 850–1850 C.E. period. While there are common events, there are some events that are captured in one forcing data set but not in the other. Therefore, the 10 volcanic eruptions analyzed are not the same for each set of simulations. The eruptions, the years and latitudes of eruption, the stratospheric sulfate aerosol mass [Gao et al., 2008] and total sulfate aerosol flux [Crowley et al., 2008], and the forcing data set where each eruption appears are listed in Table 2. The choice of restricting analysis to eruptions in the 40°S–40°N band is made because high-latitude eruptions should not in general be expected to produce a positive AO and the associated NH surface warming response [e.g., Oman et al., 2005]. Anomalies are calculated by subtracting the average of the five winters (for surface temperature, zonal mean zonal wind, sea level pressure, and geopotential height) or summers (for precipitation) before each eruption from the first winter or summer after the eruption. Because of the close proximity of the 1809 and 1815 eruptions, we use the same reference period (1804–1808) for these two eruptions. We assess the statistical significance of anomalies at the 95% level using a local two-tailed Student’s t test, assuming for the multimodel means that each volcano and each model realization represents independent samples.

In addition, we test whether looking at the principal modes of variability yields a response similar to those delivered from the aforementioned analyses. Specifically, the AO index is computed for each ensemble member of each model, and model responses are compared using a superposed epoch analysis of the winter AO forcing for the 10 volcanic eruptions listed in Table 1.

### 3. Results

#### 3.1. Radiative Effects

We follow the convention of previous studies of using the time series of the anomalies in the top-of-atmosphere (TOA) reflected SW radiation (Figure 1; full 850–1850 time series in Figure S1 in the supporting information) as a rough proxy for the global radiative effect of the volcanic aerosol [Stenchikov et al., 2006; Driscoll et al., 2012]. All of the models perform reasonably consistently with each other and reveal an increase in the reflected SW radiation corresponding to the explosive volcanic eruptions, though some noticeable differences do exist. Differences in reflected SW radiation are more dependent on model choice than on the choice of volcanic forcing. Specifically, the GISS-CEA ensemble simulates larger anomalies in reflected SW radiation than the PMIP-CEA ensemble, and the CESM-LME ensemble simulates larger anomalies than the PMIP-GRA ensemble. On the other hand, for most of the common events (e.g., 1260, 1284, 1809, and 1815), the GRA and CEA forcings elicit similar responses in the CESM-LME and GISS-CEA ensembles. As should be expected, the largest anomalies overall are produced by the 2xGRA GISS-E2-R ensemble. Reflected SW radiation anomalies for this ensemble are approximately 4 times larger than the anomalies in the other single-model ensembles, and these anomalies are scaled by a factor of 0.25 in Figure 1 for comparison with the other ensembles.

### Table 2. Volcanic Eruptions Analyzed From the CMIP5/PMIP3 Past1000 Ensemble

<table>
<thead>
<tr>
<th>Eruption Year (C.E.)</th>
<th>Volcano</th>
<th>Latitude</th>
<th>Stratospheric Sulfate Aerosol Mass (Tg)</th>
<th>Total Sulfate Aerosol Flux (kg km⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1167c</td>
<td>Kirishima</td>
<td>31°N</td>
<td>52.12</td>
<td>10.9</td>
</tr>
<tr>
<td>1227</td>
<td>Zaozan</td>
<td>38°N</td>
<td>67.52</td>
<td>51.2</td>
</tr>
<tr>
<td>1258</td>
<td>Samalas</td>
<td>8°S</td>
<td>257.91</td>
<td>196.9</td>
</tr>
<tr>
<td>1275c</td>
<td>Quilotoa</td>
<td>1°S</td>
<td>63.72</td>
<td>10.0</td>
</tr>
<tr>
<td>1284</td>
<td>Unidentified</td>
<td>?</td>
<td>54.69</td>
<td>15.1</td>
</tr>
<tr>
<td>1452</td>
<td>Kuwae</td>
<td>17°S</td>
<td>137.50</td>
<td>59.1</td>
</tr>
<tr>
<td>1600</td>
<td>Huaynaputina</td>
<td>17°S</td>
<td>56.59</td>
<td>45.7</td>
</tr>
<tr>
<td>1641</td>
<td>Parker</td>
<td>6°N</td>
<td>51.60</td>
<td>17.6</td>
</tr>
<tr>
<td>1673d</td>
<td>Gamkonora</td>
<td>1°N</td>
<td>16.13</td>
<td>20.1</td>
</tr>
<tr>
<td>1694d</td>
<td>Unidentified</td>
<td>?</td>
<td>27.1</td>
<td>28.3</td>
</tr>
<tr>
<td>1809</td>
<td>Unidentified</td>
<td>?</td>
<td>53.74</td>
<td>40.6</td>
</tr>
<tr>
<td>1815</td>
<td>Tambora</td>
<td>8°S</td>
<td>109.72</td>
<td>84.8</td>
</tr>
<tr>
<td>1835d</td>
<td>Cosiguina</td>
<td>13°N</td>
<td>40.16</td>
<td>22.7</td>
</tr>
</tbody>
</table>

aEruptions in years without a superscript were analyzed for all runs.
bAerosol mass is from Gao et al. [2008]. Aerosol flux is from Crowley et al. [2008].
cVolcano was used only in GRA-forced runs.
dVolcano was used only in CEA-forced runs.
In contrast to the radiative cooling demonstrated by anomalies in TOA reflected SW radiation, we measured the anomalous heating forced by the volcanic aerosol in the lower stratosphere by analyzing the anomalies in the detrended 30°S–30°N, 50 hPa temperature. Figure 2 (full 850–1850 time series in Figure S2) shows that, unlike the radiative cooling, which exhibited higher dependence on the model, the variability in stratospheric temperature due to volcanic eruptions is more strongly influenced by the forcing data set chosen. Specifically, the GRA-forced ensembles show significantly larger heating anomalies than the CEA-forced ensembles, including for common events. In this case, the CESM-LME ensembles simulate the largest heating anomalies of the singly forced ensembles. The 2×GRA GISS-E2-R temperature anomalies are approximately 1 to 2 times as large as the other GRA-forced ensembles, depending on the eruption, and anomalies for this ensemble are scaled by a factor of 0.5 in Figure 2. The results in this section indicate that we might expect the weakest surface winter warming response from the CEA-forced ensembles, as the magnitude of lower stratospheric heating in these simulations is affected by the aforementioned 2/3 power scaling.

3.2. Surface Temperature

Figure 3 illustrates the surface air temperature anomalies for the first DJF winter after the 10 volcanic eruptions. The CEA-forced PMIP multimodel average (Figure 3a) shows very little warming over northern Eurasia, with anomalies below 0.5 K. On the other hand, the GRA-forced PMIP multimodel average does simulate significant warming in this region (Figure 3b). In this case, the maximum anomaly is above 1.5 K in northern Europe. The CEA-forced GISS-E2-R runs (Figure 3c) simulate mostly cooling in the NH, with some warming (anomalies less than 1 K and not statistically significant) over northern Europe and Asia. The 2×GRA forcing runs (Figure 3d) simulate significant warming over most of northern Eurasia and northeastern North America, with anomalies almost uniformly above 2 K and reaching above 4 K. All of the models show cooling
over northern Africa, the Middle East, and the tropics, with anomalies generally being greater in magnitude in
the GRA-forced runs. The all-forcing CESM runs reveal significant warming over almost all of northern Europe
and Asia, with the maximum anomaly above 2 K (Figure 3e); similar results are seen in the volcano-only runs
(Figure 3f). One feature that is unique to the CESM ensemble is warming in the Weddell Sea. Figure S3 illustrates the individual PMIP model mean responses in the first winter after the eruption. HadCM3 shows warming over eastern Eurasia, although there is also warming over Greenland, which should not in
general be expected. MIROC-ESM reveals no warming over Europe, and only a small patch of warming in
Southeast Asia. BCC-CSM1-1, MPI-ESM-P, CCSM4, FGOALS-s2, and MRI-CGCM3 all simulate surface winter warming, though only anomalies in MRI-CGCM3 are significant. The lack of statistical significance is due to
a combination of a low number of years averaged for each model (10) and the high variability of NH winter
[Bittner et al., 2016a]. Still, most of the models do simulate surface winter warming over Europe, with several
models simulating anomalies above 2 K. Figures 4 and S4 show surface temperature anomalies for the
second winter after the eruptions. While surface cooling from the eruptions is still evident, only the doubly
forced GISS-E2-R runs (Figure 3d) and MRI-CGCM3 (Figure S4, bottom right), which uses an interactive aerosol
scheme, display significant surface winter warming for 2 years after the eruption.

In addition to the warming response over NH landmasses, the impact of volcanic eruptions on the El Niño–
Southern Oscillation (ENSO) has been investigated at length, with mixed results. Some studies found a connection between volcanic eruptions and ENSO events [Mann et al., 2005; McGregor and Timmermann, 2011; Wahl et al., 2014; Maher et al., 2015; Stevenson et al., 2016, 2017; Le, 2017; Predybaylo et al., 2017], while others found little or no correlation [Robock et al., 1995; Self et al., 1997; Ding et al., 2014]. Figure 3 and the first four panels in Figure 4 show very little ENSO activity in the first two postvolcanic winters, with very little, mostly insignificance, temperature changes in the tropical Pacific. Only in Figures 4e and 4f does significant warming

Figure 2. Three-month running means of the 50 hPa temperature anomalies (K) averaged between 30°S and 30°N. Results plotted for the six ensembles (Table 1) and represent averages over all the individual realizations for each ensemble. GISS-E2-R 2xGRA anomalies are scaled by a factor of 0.5. The blue, red, and black triangles indicate volcanic eruptions analyzed for the GRA forcing only, the CEA forcing only, and for both forcings, respectively.
over the tropical Pacific Ocean indicate an increased likelihood of the formation of an El Niño after a volcanic eruption. However, this El Niño-like signal is observed only in the second winter and only in the CESM-LME ensembles, in agreement with Stevenson et al. [2016]. These results are evidence of the model dependence of this phenomenon, which is further supported by the aforementioned studies, each of which used a different set of models.

3.3. Zonal Wind

Strengthened zonal winds in the midlatitude stratosphere result in a stronger polar vortex, a dynamical response that has been observed after volcanic eruptions in the past [e.g., Graf et al., 2007]. This strengthened polar vortex drives the surface winter warming response, and for this reason, we first analyze the zonal wind anomalies in the different sets of experiments, as one may not expect a response at the surface if the zonal winds are not significantly strengthened. Figure 5 shows the winter zonal mean zonal wind responses to the selected 10 large volcanic eruptions. Though all ensembles exhibit significantly strengthened westerlies at 60°N, the anomalies vary considerably in magnitude and spatial extent. Specifically, the PMIP CEA-forced multimodel mean (Figure 5a) and the CEA-
forced GISS-E2-R ensemble (Figure 5c) simulate the weakest anomalies, with a maximum strengthening of less than 5 m/s in Figure 5a and less than 3 m/s in Figure 5b. On the other hand, all of the other analyses (Figures 5b and 5d–5f) show stronger anomalies similar to those simulated in previous studies [e.g., Bittner et al., 2016a]; that is, these simulations reveal significantly strengthened westerlies in the polar lower stratosphere, with the anomalies changing signs at lower latitudes and altitudes. The PMIP GRA-forced runs (Figure 5b) reach a maximum strengthening above 5 m/s around 60°N in the polar stratosphere, and significant westerly wind anomalies extend down to about 200 hPa. Anomalies in the polar region reach a maximum of 17 m/s and extend to the surface in the 2xGRA-forced GISS simulations (Figure 5d). This extreme case may be expected because of the doubled forcing, but the contrast between Figures 5a and 5b and between Figures 5c and 5d shows that the choice of forcing data set can significantly impact the ability of a model to produce a strengthened polar vortex in response to a low-latitude volcanic eruption, in agreement with past studies [Toohey et al., 2014; Bittner et al., 2016b]. The ensemble means of the CESM simulations produce almost identical results, both in spatial pattern and magnitude of anomalies. The maximum anomaly is 7 m/s in the polar stratosphere, and the westerly wind anomalies reach about 300 hPa for the all-forcing average (Figure 5e) and 500 hPa for the volcano-only average (Figure 5f).
Of course, variability between models also plays a role in the differences seen in Figures 5a and 5b. For this reason, we present in Figure S5 the results for the individual models that make up the two PMIP ensembles. Of the eight models, all but CSIRO-Mk3L-1-2 and BCC-CSM1-1 display significantly strengthened zonal winds in the stratosphere near 60°N. CSIRO-Mk3L-1-2 is the coarsest model, with only 18 vertical levels, which surely contributes to the lack of a response. However, BCC-CSM1-1 has a vertical and horizontal resolution similar to many of the models that do simulate strengthened westerly winds after the eruption. MIROC-ESM and MRI-CGCM3 models, which have the highest vertical resolutions, simulate the largest anomalies in zonal wind. MPI-ESM-P, CCSM4, HadCM3, and FGOALS-s2 also produce strengthened westerlies. Figure S5 illustrates that, on the average, the two ensembles simulate similar responses; the difference in magnitude of response in
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Figure 5. NH zonal mean zonal wind anomalies with respect to the 5 years preceding each eruption (m/s) for the first winter (DJF) after the 10 largest tropical eruptions spanning 850–1850 (Table 1) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME runs, and (f) volcano-only CESM-LME runs. Contours represent 1 m/s intervals; stippling displays areas below 95% significance using a two-tailed t test.

Of course, variability between models also plays a role in the differences seen in Figures 5a and 5b. For this reason, we present in Figure S5 the results for the individual models that make up the two PMIP ensembles. Of the eight models, all but CSIRO-Mk3L-1-2 and BCC-CSM1-1 display significantly strengthened zonal winds in the stratosphere near 60°N. CSIRO-Mk3L-1-2 is the coarsest model, with only 18 vertical levels, which surely contributes to the lack of a response. However, BCC-CSM1-1 has a vertical and horizontal resolution similar to many of the models that do simulate strengthened westerly winds after the eruption. MIROC-ESM and MRI-CGCM3 models, which have the highest vertical resolutions, simulate the largest anomalies in zonal wind. MPI-ESM-P, CCSM4, HadCM3, and FGOALS-s2 also produce strengthened westerlies. Figure S5 illustrates that, on the average, the two ensembles simulate similar responses; the difference in magnitude of response in
Figures 5a and 5b is due to the exceedingly strong response from MRI-CGCM3. In addition, while the models with the highest resolutions do simulate the strongest responses, models with similar resolutions yield markedly different responses. Similar to the surface response, MRI-CGCM3, which handles aerosols interactively, shows the strongest response.

Uncertainty in the model results is due to several sources: forcing uncertainty, differences in forcing and model physics, model uncertainty, and internal variability [Toohey et al., 2014; Bittner et al., 2016a]. The different responses between Figures 5a and 5b and between Figures 5c and 5d are examples of several of these uncertainties. Specifically, Figures 5c and 5d are results from different forcings in the same model, while Figures 5a and 5b are results from different forcings in different models. To further explore model dependence, Figure 6 shows the DJF zonal mean zonal wind for the period 850–1850 for the CEA-forced PMIP models, the GRA-forced PMIP models, GISS-E2-R, and CESM. A comparison of the zonal winds from the different models illustrates that the CEA-forced PMIP models (Figure 6a) and GISS-E2-R (Figure 6c) exhibit weaker mean zonal winds north of 60°N in the stratosphere than do the other models. Results from the individual models (Figure S6) are consistent with this analysis in that the CEA-forced models tend to have weaker zonal wind climatologies than the GRA-forced models. This can, to some extent, explain why two of the ensembles are unable to sufficiently represent zonal wind anomalies in response to stratospheric heating due to volcanic aerosol and why GISS-E2-R requires a very strong forcing to simulate a significant response. However, two of the CEA-forced PMIP models, MIROC-ESM and MPI-ESM-P, which simulate zonal wind climatologies closest to the reanalysis, do simulate substantial changes in zonal wind in response to the volcanic eruptions, as illustrated in Figure S5. In addition, BCC-CSM1-1, which simulates one of the strongest NH winter zonal wind climatologies, exhibits no changes in the polar stratosphere in response to volcanic eruptions. Therefore, the extent to which weaker mean winds can explain the discrepancy in the response between models is limited.

Figure 6. NH DJF zonal mean zonal wind climatology for the period 850–1850 for (a) CEA-forced PMIP ensemble, (b) GRA-forced PMIP ensemble, (c) GISS-E2-R, and (d) CESM-LME. Contours represent 5 m/s intervals.
3.4. Geopotential Height

Several mechanisms have been proposed for the dynamical response that causes a stronger polar vortex after low-latitude volcanic eruptions [Stenchikov et al., 2002; Driscoll et al., 2012; Toohey et al., 2014; Bittner et al., 2016b]. This strengthened and persisting polar vortex can be observed in the 50 hPa geopotential height field and is characterized by negative anomalies near the pole and positive anomalies toward the equator. Figure 7 depicts the 50 hPa geopotential height anomalies for the first winter after the 10 largest eruptions in the six ensembles. Similarly to the results in section 3.3, all ensembles reveal a strengthened

Figure 7. 50 hPa geopotential height anomalies with respect to the 5 years preceding each eruption (m) for the first winter (DJF) after the 10 largest tropical eruptions spanning 850–1850 (Table 1) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 95% significance using a two-tailed t test. Contours represent 50 m intervals below –100 m and above 100 m.
polar vortex, but with anomalies of varying magnitudes. The CEA-forced PMIP runs simulate a strengthened polar vortex with significant negative anomalies near the pole (Figure 7a). The maximum positive and negative anomalies are above 80 m and below −80 m, respectively. The individual PMIP model results (Figure S7) demonstrate that this apparently insignificant anomaly is affected by a disproportionately weak response from a single model (CSIRO-Mk3L-1-2). Indeed, three of the four CEA-forced PMIP models do produce a significantly strengthened polar vortex. The CEA-forced GISS ensemble (Figure 7c) exhibits significant positive anomalies associated with warming by sulfate aerosol. On the other hand, the negative anomalies at the pole are not significant and are almost everywhere above −30 m. The GRA-forced ensembles simulate a much stronger polar vortex, with anomalies exceeding 100 m in the absolute value covering most of the NH (Figures 7b and 7d–7f). Individual model results for the GRA-forced PMIP runs (Figure S7) are similar to those for the CEA-forced models; three of the four models (CCSM4, FGOALS-s2, and MRI-CGCM3) simulate a significantly strengthened polar vortex, while only one model (BCC-CSM1-1) reveals no significant changes. The significant negative anomalies at the pole are in contrast with previous studies, which showed that models could simulate the increase in geopotential height at lower latitudes but largely failed to simulate the deep polar vortex after large tropical volcanic eruptions [Stenchikov et al., 2006; Driscoll et al., 2012; Charlton-Perez et al., 2013; Toohey et al., 2014; Zambri and Robock, 2016].

### 3.5. Sea Level Pressure

A strengthened polar vortex has been associated with a positive phase of the AO [Baldwin and Dunkerton, 2001; Gerber et al., 2012], the first empirical orthogonal function (EOF) of NH winter monthly sea level pressure anomalies, and a positive phase of the AO has been observed for one to two winters following large tropical volcanic eruptions [Robock and Mao, 1992; Thompson and Wallace, 1998; Stenchikov et al., 2002; Fischer et al., 2007; Christiansen, 2008]. Consistent with observations of recent large tropical volcanic eruptions, all six data sets simulate low pressure over the pole and high pressure at midlatitudes, though only the 2×GRA GISS and the two CESM-LME ensembles simulate a statistically significant positive phase of the AO. The CEA-forced PMIP runs show small changes in sea level pressure consistent with a positive phase of the AO, with a maximum high-pressure anomaly of 2 hPa in the north Pacific and minimum low-pressure anomaly of −2 hPa over the pole (Figure 8a). However, the weak anomalies are not statistically significant and therefore do not indicate a robust tendency toward a positive AO in these models. The individual model responses (Figure S8) further illustrate the difference in responses in the stratosphere and at the surface. Specifically, in contrast to zonal mean zonal wind and geopotential height anomalies, only one of the four CEA-forced PMIP models (MPI-ESM-P) simulates a pattern of sea level pressure anomalies in line with a positive AO, with anomalies above 2 hPa in the absolute value.

The GRA-forced PMIP runs exhibit a more well-defined AO pattern, with positive anomalies spanning the midlatitudes and significant negative anomalies below −2 hPa near the pole (Figure 8b). Figure 55 further illustrates that three of the four GRA-forced PMIP models (CCSM4, FGOALS-s2, and MRI-CGCM3) do show a tendency toward a positive AO in the winter after a large eruption, though only CCSM4 and MRI-CGCM3 simulate a strong enough response for anomalies to be considered statistically significant and overcome the high variability of the winter season. The CEA-forced GISS runs (Figure 8c) show a tendency toward a positive AO, with significant positive anomalies over Eurasia and the North Atlantic, but the low-pressure anomalies over the pole are weak and not significant, and high pressure is not simulated over North America. The 2×GRA forcing GISS runs (Figure 8d) simulate a strong positive AO the first winter after the eruptions, with significant negative pressure anomalies below −6 hPa over the pole, and anomalously high pressure at midlatitudes, especially over the North Atlantic region. The CESM ensembles exhibit similar patterns, with significant anomalies below −2 hPa at the pole and above 2 hPa at midlatitudes, specifically over the north Pacific (Figures 8e and 8f). One notable difference between these results is that the anomalies over the north Atlantic in the all-forcing ensemble are comparatively weaker than those in the volcano-only ensemble.

We also computed the AO index, whose signature over the Atlantic is similar to that of the NAO [Hurrell, 1995]. The AO index is computed for each ensemble member of each model. We first compute the first EOF of the monthly winter (DJF) mean sea level pressure anomalies north of 20°N for the period 850–1850. Each data point is weighted by the square root of the grid area it represents, consistent with Christiansen [2008] and Driscoll et al. [2012]. The seasonal winter AO index is defined as the principal
component of the monthly anomalies of sea level pressure projected onto the first EOF and normalized to unit variance. Figure 9 shows the EOF pattern for each model.

We compare the model responses using a superposed epoch analysis of the winter AO for the 10 volcanic eruptions listed in Table 1. We take the winters in the 10 years neighboring the first winter before each eruption (5 years before and 5 years after) and generate an “eruption matrix,” whose rows represent each eruption event. The rows are then averaged to obtain the epoch composite of 11 years, from winter in year –5 to winter

Figure 8. Sea level pressure anomalies with respect to the 5 years preceding each eruption (hPa) for the first winter (DJF) after the 10 largest tropical eruptions spanning 850–1850 (Table 1) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-forced GISS-E2-R runs, (d) 2×GRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 95% significance using a two-tailed t test. Contours represent 2 hPa intervals below –2 hPa and above 2 hPa.
in year +5 with year 1 the first winter after an eruption. The statistical significance of the epoch analysis is estimated using a bootstrap method, by which we generate a "random eruption matrix" by reshuffling with replacement the elements of each row and average the rows into a new epoch composite. The procedure is repeated 5000 times obtaining a distribution of AO values for each lag of the epoch composite. We compare the level of the AO index for each year of the composite with the 5%–95% and 1%–99% percentile levels of the bootstrap distribution.

Figure 9. Leading EOF of the monthly winter (DJF) mean sea level pressure anomaly over the north of 20°N for each ensemble mean over the period 850–1850. EOF values are expressed as hPa. In the top right corner of each plot is indicated the percentage of variance explained by the first EOF.
Figure 10 illustrates the results of the superposed epoch analysis. Among the six ensembles analyzed in this study, a positive AO signal at lag 1 is observed for all ensembles but the CEA-forced GISS-E2-R ensemble (Figure 10c). However, only PMIP-GRA (Figure 10b), GISS-E2-R 2×GRA (Figure 10d), and CESM-LME (Figure 10e) reveal a statistically significant positive AO at lag 1. Indeed, the observed positive AO at lag 1 in Figures 10a and 10f may be spurious, since the CEA-forced PMIP runs produce a significant positive AO at lag 2 (Figure 10a) and the CESM-LME Volc ensemble yields a significant positive AO at lag 4. In fact, three of the six ensembles show a statistically significant positive AO at lag 4; this, too, appears to be deceptive since none of the eruptions were separated by fewer than 6 years.

3.6. Summer Monsoon

After a large, explosive volcanic eruption, the decrease in radiation at the surface cools land preferentially to the ocean. This causes a reduction in land-ocean temperature gradients, thereby decreasing monsoon circulation [e.g., Man et al., 2012, 2014; Man and Zhou, 2014]. Most of these models were evaluated by Tilmes et al. [2013], who found that they do a good job of simulating the current regional monsoon systems. Historical accounts and previous studies support the idea that large tropical eruptions reduce summer precipitation in northern Africa and Asia and may tend to strengthen droughts in the region [Oman et al., 2006; Iles and Hegerl, 2014]. In addition, Colose et al. [2016] showed that the GRA-forced GISS-E2-R and CESM ensembles simulate a significant decrease in tropical precipitation after tropical volcanic eruptions.

Figure 11 illustrates the global precipitation responses in the first summer (JJA) after the selected volcanic eruptions. The CEA-forced PMIP runs simulate reductions below −0.5 mm/d over Africa and may tend to strengthen droughts in the region [Oman et al., 2006; Iles and Hegerl, 2014]. In addition, Colose et al. [2016] showed that the GRA-forced GISS-E2-R and CESM ensembles simulate a significant decrease in tropical precipitation after tropical volcanic eruptions.
reduction of precipitation over the Sahel region of Africa, though anomalies in this case are significant and generally larger in magnitude. The CEA forced GISS-E2-R runs (Figure 11c) exhibit reductions in precipitation the Sahel and monsoon Asia, but the anomalies tend to be nonuniform and less than 0.5 mm/d in these regions. On the other hand, the 2×GRA forced GISS-E2-R runs (Figure 11d) simulate significant reductions of rainfall over the Sahel region, India, and most of the Western Pacific Ocean—including much of the maritime continent—with anomalies below −2 mm/d in all three regions. The CESM ensembles (Figures 11e and 11f) indicate reductions in tropical precipitation similar to those in the GRA-forced PMIP ensemble. Specifically, both Figures 11e and 11f exhibit significant reductions in precipitation over much of South and East Asia. Significant reductions are also simulated in the Sahel region of Africa, with reductions below −1 mm/d in much of the region.

Five of the eight PMIP model means (Figure S9) exhibit significant reductions in precipitation over the Sahel region; MIROC-ESM, CSIRO-Mk3L-1-2, and BCC-CSM1-1 do not reveal significant changes, with anomalies both positive and negative there. Responses in Asia are less homogeneous, though all models but MIROC-ESM and CSIRO-Mk3L-1-2 simulate significant reductions in precipitation over parts of India and China. The results presented here are consistent with previous studies that show reductions in tropical precipitation for the first two boreal summers after large volcanic eruptions [Iles and Hegerl, 2014, 2015; Colose et al., 2016; Liu et al., 2016] and, more specifically, reductions in precipitation in the East Asian monsoon region after large volcanic eruptions [Liu et al., 2011; Man et al., 2012, 2014; Man and Zhou, 2014]. Composite results for the second posteruption summer (not shown) are similar to Figure 11, except that several of the ensembles show a change in the sign of precipitation anomalies over the Sahel.

4. Discussion and Conclusions

Studies in the past have concluded that current global climate models do an imperfect job of reproducing circulation changes and the associated NH warming response during winters after large tropical volcanic
eruptions [Stenchikov et al., 2006; Driscoll et al., 2012; Charlton-Perez et al., 2013]. More recently, Toohey et al. [2014] and Bittner et al. [2016b] showed that the Max Planck Institute Earth System Model [MPI-ESM; Giorgetta et al., 2013] is capable of simulating a strengthened polar vortex in response to a volcanic eruption and that the response is strongly dependent on the forcing chosen and requires a very strong forcing to overcome the high variability of the stratosphere during NH winter. In addition, Bittner et al. [2016a] and Zambri and Robock [2016] showed that most of the CMIP5 models can, in fact, reproduce this dynamical response in the first winter after an eruption. Both studies used only the two largest tropical eruptions of the historical ensemble period (1850–2005 C.E.), and both found a significantly weaker signal when including smaller eruptions. Here we analyzed the last millennium period, during which there were many more large eruptions than in the historical period analyzed previously. Due to the high variability of the NH stratosphere, it is important to analyze a large number of eruptions and/or simulations [Toohey et al., 2014; Bittner et al., 2016a, 2016b].

The CESM-LME runs clearly simulate a significantly strengthened polar vortex and a positive AO, both in the all-forcing runs and the volcano-only runs. The GISS-E2-R model produces intense and significant surface winter warming and summer monsoon reduction after volcanic eruptions with the 2xGRA forcing but produces a much weaker and mostly insignificant signal with the CEA forcing. While a large response might be expected due to the large forcing, this analysis demonstrates that differences between forcing data sets play a large role in the model response to volcanic eruptions, which is in agreement with past studies [Toohey et al., 2014; Bittner et al., 2016b]. Similarly to the GISS-E2-R ensembles, the model responses vary greatly between the CEA-forced and GRA-forced PMIP3 ensembles. While this can certainly be attributed in part to the different forcing data sets used, analysis of the individual model results illustrates that differences between models also have a large influence. For example, the weakest response in all fields was simulated by CSIRO-Mk3L-1-2, a CEA-forced model. However, this is also the model with the lowest horizontal and vertical resolution of all models analyzed (Table 1). On the other hand, the largest response was simulated by MRI-CGCM3, a GRA-forced model. MRI-CGCM3 has the highest horizontal resolution and second-highest vertical resolution of the set and handles volcanic aerosols interactively. Therefore, it should be expected that CSIRO-Mk3L-1-2 would simulate a weak response even to a strong volcanic forcing and MRI-CGCM3 a strong response to a weaker forcing. Comparison of the MPI-ESM-P response (higher resolution, CEA forcing) with the BCC-CSM1-1 response (lower resolution, stronger GRA forcing) is further evidence of the primary importance of model resolution.

Similarly to the results shown by Toohey et al. [2014] and Bittner et al. [2016b] with the MPI-ESM, we have found that climate models can produce a strengthened polar vortex and surface warming in the first Northern Hemisphere winter after large volcanic eruptions, provided that a sufficiently strong volcanic forcing is considered. While we would not expect climate models on average to exactly simulate the observed response, which includes random variability, these results reaffirm that state-of-the-art climate models in general can simulate realistic responses to large volcanic eruptions. Furthermore, these last millennium ensembles have provided a clearer look at the role of model and forcing dependence on the simulated climate response. These results are important for diagnosing problems with and improving model simulations of volcanic eruptions, as well as for prescribing a single, standard volcanic forcing data set in the future. The upcoming Volcanic Model Intercomparison Project [Zanchettin et al., 2016] will use the 1815 Tambora eruption as a standard experiment to force new climate models as part of CMIP6, to continue to improve the simulation of the climate response to volcanic eruptions.
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