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Abstract. Many scientific studies warn of a rapid global climate change during the 
next century. These changes are understood with much less certainty on a regional 
scale than on a global scale, but effects on ecosystems and society will occur at 
local and regional scales. Consequently, in order to study the true impacts of 
climate change, regional scenarios of future climate are needed. One of the most 
important sources of information for creating scenarios is the output from general 
circulation models (GCMs) of the climate system. However, current state-of-the- 
art GCMs are unable to simulate accurately even the current seasonal cycle of 
climate on a regional basis. Thus the simple technique of adding the difference 
between 2 x CO 2 and i x CO 2 GCM simulations to current climatic time series 
cannot produce scenarios with appropriate spatial and temporal details without 
corrections for model deficiencies. 

In this study a technique is developed to allow the information from GCM 
simulations to be used, while accommodating for the deficiencies. GCM output is 
combined with knowledge of the regional climate to produce scenarios of the 
equilibrium climate response to a doubling of the atmospheric CO2 concentration 
for three case study regions, China, Sub-Saharan Africa and Venezuela, for use in 
biological effects models. By combining the general climate change calculated 
with several GCMs with the observed patterns of interannual climate variability, 
reasonable scenarios of temperature and precipitation variations can be created. 
Generalizations of this procedure to other regions of the world are discussed. 

* This is the first in the series of PAN-EARTH articles on the environmental impacts of global climate 
change (Harwell, 1993). 
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1. Introduction 

Many scientific studies warn of a rapid global climate change during the next cen- 
tury as a result of increased greenhouse gases in the atmosphere (National 
Research Council (NRC), 1979, 1983, 1987; World Meteorological Organization, 
1986a, 1986b; the 'State-of-the-Art' reports of the Department of Energy 
(MacCracken and Luther, 1985a, b; NRC, 1985; Trabalka, 1985; Strain and Cure, 
1985; White, 1985); Ramanathan, 1988; Houghton et al., 1990). These all suggest 
that the effects of greenhouse warming will become dominant over the natural 
variability of climate, including the effects of volcanic eruptions, E1 Nifio/Southern 
Oscillations (ENSOs), internal atmospheric and oceanic circulation variations, and 
possible solar variations, and all agree that surface air temperatures will rise, pre- 
cipitation patterns will change, and sea level will rise. 

Even though such projections of the future are relatively crude, it is important to 
begin the assessment of the human impacts of potential climate changes on a global 
basis, as has been recently done for the United States (Smith and Tirpak, 1989). 
Because of time lags inherent in the climate system, current actions will commit 
society to future climatic change and hence, the impacts on humans and the bio- 
sphere. The results of current impact analyses, even if imperfect, will be useful in 
the design of future climate models. This will guide the modelers to produce not 
only parameters of interest to atmospheric scientists, but also parameters that will 
be needed by society to develop policies to minimize climate change and to devel- 
op technological responses to ameliorate the human impacts on climate change and 
the impacts of climate change on humans and the biosphere. The techniques used 
for scenario generation by Smith and Tirpak (1989), however, have serious defi- 
ciencies that significantly limit the value of their impacts assessments. In this paper, 
an improved technique is presented and demonstrated in three case studies. 

General circulation models (GCMs) of the climate simulate the entire globe with 
fairly coarse resolution (typical grid spacing of 500 x 500 kin). However, biological 
and societal impacts are felt on local and regional scales. The coarse GCM resolu- 
tion not only limits the ability of the models to produce accurate simulations on a 
global scale, but it also makes it difficult to derive parameters on scales smaller 
than that of the models. In order to study regional impacts, scenarios which can be 
applied to many different activities and systems are essential. 

Table I lists the steps that are necessary to determine the impacts of climate 
change on humans and the biosphere. Clearly, it is beyond our current capabilities 
to complete this process, especially steps 8-10, although Glantz (1989a, b) is 
beginning work on new ideas for step 9. In this paper, specific choices from steps 
1-3 are used with a new technique for step 5 to further progress in this endeavor. 

The potential causes of climate change of concern for the next 100 yr are dis- 
cussed first. Then, the requirements for a useful scenario are presented. The spe- 
cific areas of impact, with the needed parameters and the required spatial and tem- 
poral resolution, are described next. Various possible techniques for creating 
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TABLE I: Steps necessary to determine the impact of climate change on humans 

295 

1. Select type of climate change, e.g. greenhouse warming. 
2. Select system that affects humans, e.g. agriculture, water resources, ecosystems. 
3. Select technique for determining impact, e.g. ecological and crop simulation models. 
4. Determine the necessary climatic parameters for use in impact analysis, based on 1, 2, and 3. 
5. Choose technique to generate climate scenarios. 
6. Generate scenarios. 
7. Determine range of impacts using technique selected in 3 and scenarios from 6. Conduct 

sensitivity analyses using technique selected in 3 to estimate uncertainties and error propaga- 
tion and to identify most sensitive components. 

8. Repeat 1-7 for all possible combinations of 1, 2, 3, and 5. 
9. Determine all human technological, sociological, economic, political, and military responses 

to each impact from above, singly and in all combinations. 
10. Assign probabilities to each choice and result above, and determine the net human impact. 

regional scenarios are discussed, with emphasis on using the output from climate 
models. A new technique, combining climate model output with synoptic climatol- 
ogy, is presented. Finally, this technique is applied to case studies in China, Sub- 
Saharan Africa, and Venezuela. 

2. Potential Causes of Future Climate Change 

Both the past and future courses of climate change are determined by a combina- 
tion of external forcings, unforced internal fluctuations, and the response charac- 
teristics of the climate system. These causes can be divided into natural and anthro- 
pogenlc causes. We must consider both of these potential causes of climate change 
in order to understand the future climate and its impacts on humans and the bio- 
sphere. For this paper, however, scenarios will be created based only on anthropo- 
genic causes, since these will probably become dominant in the next century and 
GCM-based calculations for natural causes are not available. The possibility of 
large deviations from these scenarios, due to unforeseen natural causes, will also be 
studied at the same time by using arbitrary scenarios. 

A. Natural Causes of Climate Change 

Solar Variations 
The sun provides the energy source for all weather on the earth, and the global 
balance between incoming sunlight and outgoing longwave radiation determines the 
climate. Small variations (N 1-2%) in solar radiation have the potential for causing 
climate changes as large as those projected for increases of greenhouse gases. Pre- 
cise observations of the sun have only been taken for the past decade (Willson and 
Hudson, 1988). They show, however, that solar variations during this period have 
been so small that they would not be important compared to the other forcings 
discussed in this section (Foukal and Lean, 1990). Because these high-qual- 
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ity observations have only been taken for a short period of time (approximately 
the past 10 yr), one cannot rule out past or future variations of the sun that would 
be larger. But on the time scale of centuries, solar variations do not now seem to be 
an important factor. A new observation (Friis-Christensen and Lassen, 1991) 
speculates that length of the solar cycle may be an indicator of the solar constant 
and that these longer term variations may also be solar-related, but this remains to 
be established. Early GCM studies of large solar constant changes gave results very 
similar to CO 2 changes. Thus, GCM CO2-based calculations may be interpreted as 
combinations of solar constant and CO 2 changes. Unfortunately, there may be 
important differences between these two forcings; moreover, solar-constant GCM 
studies are not available for regional impact analysis. 

Volcanoes 
Large volcanoes can significantly increase the concentration of stratospheric aero- 
sols, decreasing the amount of sunlight reaching the surface, and reducing surface 
temperatures by several tenths of degrees for several years (Hansen el al., 1978, 
1988; Robock, 1978, 1979, 1981, 1984a). Because of the thermal inertia of the 
climate system, volcanoes can even be responsible for climate changes over dec- 
ades. A significant part of the observed global climate change of the past 100 yr can 
be attributed to the effects of volcanic eruptions (Pollack et al., 1976; Robock 
1979). Since large eruptions occur fairly frequently, this component of climate 
change will have to be considered when searching past climate for a greenhouse sig- 
nal and when projecting future climate changes. Very few GCM studies of volcanic 
eruptions have been conducted, and none are available for regional impact studies. 

Tropospheric Aerosols  
Natural sources, such as forest fires and sea spray, generate atmospheric aerosols in 
the troposphere. The concentrations vary greatly in space and time, and local 
sources are important. Furthermore, these aerosols can produce either warming or 
cooling, depending on their concentration, color, size and vertical distribution. It is 
not now possible definitively to determine their role in global climate. Aerosols 
may also have indirect effects on climate, by changing cloud optical properties 
(Charlson et al., 1987). There have been no GCM studies to date that include 
natural tropospheric aerosol variations and provide detailed regional output, so 
this forcing is not used here to create scenarios. 

Internal Variations 
Even with no changes in the external forcings discussed above, climate still exhibits 
variations due to internal redistributions of energy both within the atmosphere and 
between the atmosphere, ocean, and cryosphere. The total amplitude and time 
scales of these variations are not well known, and therefore pose an additional diffi- 
culty in interpreting the past record and projecting future climate change. Some 
studies suggest that these random variations can have amplitudes and time scales 
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comparable to climate changes expected to be caused in the coming decades by 
greenhouse warming (Lorenz, 1968, 1991; Hasselmann, 1976; Robock, 1978; 
Hansen et al., 1988). A large E1 Nifio/Southern Oscillation (ENSO) event, such as 
that in 1982-83, can draw large amounts of energy out of the oceans and warm the 
surface climate for a few years; this warming is then superimposed on any warming 
caused by the greenhouse effect. As our understanding of ENSO variations im- 
proves, it becomes possible to account for this factor in interpreting past global cli- 
mate change (Angell, 1988). All the GCM simulations naturally include some 
internal climate system oscillations in their output. However, because of the limita- 
tions of these models (as discussed below), especially their inability to simulate 
ENSO events, the GCM results to date must be used with the understanding that 
they may do a poor job of estimating the internal variability of the climate system 
(Mearns, 1989a). 

B. Anthropogenic Causes of Climate Change 

Anthropogenic Greenhouse Gases 
The concentration of a number of radiatively-important trace gases in the atmos- 
phere is increasing because of human activities. Because they are very effective 
absorbers of longwave radiation, only small (trace) amounts can have large effects 
on the radiation balance. These gases include carbon dioxide (CO2), methane 
(CH4) , chlorofluorocarbons (CFCs), nitrous oxide (N20), and stratospheric water 
vapor (H20). According to Houghton et al. (1990), the relative contributions of 
these anthropogenic gases to radiative forcing in the past decade were CO 2 - 56%, 
CFCs - 24%, CH 4 - 11%, N20 - 6%, and stratospheric H20 - 4%. Over the next 
century, the increased radiative effects of these gases are expected to dominate 
global climate change, producing a warmer, wetter world. Many modeling groups 
have used GCMs to study the effects of gradual or instantaneous increases of 
greenhouse gases, and these form the basis for construction of scenarios for impact 
analysis. 

In generating scenarios, an important component is the timing of future climate 
changes. This depends not only on the timing of the changes in the forcing (i.e., how 
rapidly trace gas concentrations increase), but also on the thermal inertia and the 
sensitivity of the climate system to these forcings. A simpler question to ask is, 
'What would be the change in global average surface air temperature if the CO 2 
concentration in the atmosphere were doubled from the pre-industrial level, all 
other climate forcings were held constant, and the climate became completely 
adjusted to the new radiative forcing?' This is called the 'equilibrium climate sensi- 
tivity' to a CO 2 doubling. When discussing climate change, it is sometimes con- 
venient to refer to an 'equivalent doubling of CO2,' which means the effect of all the 
greenhouse gases together that would have the same effect as doubling CO 2. This 
would obviously occur with less than a doubling of CO 2 itself, because the changes 
in the concentrations of the other anthropogenic greenhouse gases currently con- 
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tribute approximately the same amount of radiative forcing as does C O  2. While it is 
reasonable to lump all the greenhouse gases together for the purposes of calculat- 
ing the radiative effect, the other individual effects of these gases, such as fertiliza- 
tion of plants by CO 2 or chemical reactions of CFCs leading to ozone depletion, 
must be determined based on the actual concentration of each gas. The 2 x CO2 
calculations used in this paper are for the purpose of evaluating the climatic effects 
of an equivalent doubling of CO2. 

Deforestation 
The Earth's radiative balance can also be changed by variations of surface proper- 
ties. While interactions with the oceans, which cover 70% of the Earth's surface, are 
considered internal to the climate system, land surfaces can exert a strong influence 
on the climate. Human activities such as deforestation, not only provide a source of 
CO 2 and C H  4 to  the atmosphere, but also change the surface albedo and rate of 
evaporation of moisture into the atmosphere. Detailed land surface models, incor- 
porating the effects of plants, are now being developed and incorporated into cli- 
mate model studies (Dickinson, 1984; Sellers et al., 1986). The results of Shukla et 
al. (1990), who modeled the deforestation of the Amazon region, provide impor- 
tant information for use in construction of scenarios for South America. 

Nuclear winter 
By far the greatest potential anthropogenic environmental disaster would be 
caused by a nuclear holocaust, as suggested by Crutzen and Birks (1982). The 
resulting cold and dark conditions at the earth's surface have been labeled 'nuclear 
winter' (Turco et al., 1983), and have been the subject of numerous studies, includ- 
ing energy-balance climate model (e.g, Robock, 1984b; Vogelmann et al., 1988) 
and GCM calculations (e.g., Covey et al., 1985; Malone eta!.,  1986; Ghan et al., 
1988) and studies of naturally-occurring analogs, such as forest fires (e.g,, Robock, 
1988a, b, 1991b; Veltishchev et al., 1988). Pittock et al. (1986), Harwell and 
Hutchinson (1985), and Turco et al. (1990) have presented detailed summaries of 
the latest findings, which have confirmed the earlier work and solidified the bases 
of this theory. Steve Ghan, at the Lawrence Livermore National Laboratory, has 
produced GCM simulations of nuclear winter and provided calculations that will 
be used in generating scenarios for the specific case study regions in this paper. 

Tropospheric Aerosols 
Normal human activities put aerosols into the atmosphere. This includes industrial 
and agricultural emissions, as well as particles from biomass burning. Because the 
average residence time of these aerosols in the troposphere is only about one week, 
due to washout and rainout processes, their distribution is quite variable. Because 
their effects on climate, and potential to cool and offset greenhouse warming, has 
not been well studied (Charlson et al., 1991), there is no basis at the present time 
for including tropospheric aerosols in detailed scenarios. In the future, however, 
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they may be found to have important regional implications, such as the suggestion 
by Pat Michaels (personal communication) that the lack of warming in the con- 
tinental United States over the past century at the same time as the globe warmed 
(Hanson et al., 1989) may have been related to the increased aerosol loading over 
the United States. There have been no GCM studies to date including tropospheric 
aerosols as an anthropogenic forcing that provide detailed regional output, so this 
forcing will not be used at this time to create scenarios. 

3. Creation of Scenarios 

A: Requirements for a Good Set of  Scenarios 

In order for scenarios to be useful in studying the impacts of anthropogenic climate 
change, they must have certain properties. We would like to know precisely, for 
every potential human system that will be affected and for every type of impact 
analysis, the specific distribution of the relevant climate parameters on the appro- 
priate spatial and temporal scales. Since even the best means that we now have to 
do this, GCMs, do not do this well on a regional basis, we must consider certain 
principles to guide us in the use of GCM output to create scenarios (Table II): 

TABLE II: Requirements for a good set of scenarios 

1. Must reflect the physics of the current climate system. 
2. Must include all of the important anthropogenic forcings, individually and in combination. 
3. Must include a broad range of climate changes, in order to account for possible natural forcings 

and to test effects of model sensitivities. 
4. Must specify the temporal variations of parameters at each location. 
5. Must not be treated as forecasts, but only as sensitivity tests. 

1. Must Reflect the Physics of  the Current Climate System 
If the scenario is inconsistent with the currently observed behavior of the climate 
system, it will be difficult to interpret the relevance of the predicted impacts. An 
obvious attempt to satisfy this requirement is to use the results of the best available 
GCMs in the creation of the scenarios. However, as shown below, GCMs do not yet 
accurately reproduce the current climate on a regional basis. Until GCMs are suffi- 
ciently improved, their output must be modified, based on our understanding of the 
current observations, in order to use them in scenarios. If some models provide 
better simulations than others, however, they are the ones that should be used 
modified for scenario creation. For example, in the tropics, the weather variable 
with the largest interannual variation is precipitation, not temperature. In Vene- 
zuela, there is no seasonal cycle of temperature; only a seasonal change in the diur- 
nal temperature range between the dry and wet seasons. When it is drier, and hence 
less cloudy, the daily maximum temperature is higher and the daily minimum tem- 
perature is lower, but the mean stays approximately the same. On the other hand, 
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precipitation varies by large amounts from month to month and year to year. If the 
GCM does not provide a proper representation of these physical processes, then its 
output cannot be used without modification. 

2. Must Include All of the Important Anthropogenic Forcings, Individually and 
in Combination 

Increases in anthropogenic greenhouses gases are not the only potential human- 
induced change in climate, as discussed above. In order to understand the total 
anthropogenic influence, deforestation and nuclear winter should also be consid- 
ered. Because deforestation and increased greenhouse gases are linked, they should 
also be considered together. However, since nuclear winter is unlikely (we hope) 
compared to greenhouse warming and deforestation, useful scenarios need not 
include it. 

3. Must Include a Broad Range of Climate Changes, in Order to Account for 
Possible Natural Forcings and to Test Effects of Model Sensitivities 

A set of arbitrary changes of the relevant climate parameters should be used, for 
several reasons. One is to test, singly and in combination, the sensitivity of the bio- 
logical impacts models to changes in these parameters. Second, if causes of climate 
change other than the ones we are studying, such as a change in the frequency of 
ENSO events or volcanic eruptions were to occur, we could gain information about 
the potential impacts of these changes. Third, these results will also determine 
which parameters are the most important in influencing human impacts. And 
fourth, this information will provide important feedbacks to climate modelers to 
improve their models and their model diagnosis to provide the important and 
effects-relevant parameters. GCM modelers traditionally look at 500-mb vortic- 
ity patterns in the mid-latitudes to verify the accuracy of their models. Only 
recently have they begun to look at other parameters such as tropical rainfall 
patterns in their model diagnoses. Input from scenario analyses will help to guide 
their work. 

4. Must Specify the Temporal Variations of Parameters at Each Location 
If, for example, it is estimated that monthly-average precipitation will increase by 
20% at a particular location, but given that the crop model needs daily precipita- 
tion amounts, how should this additional precipitation be distributed throughout 
the month as compared to the present? Should the current precipitation be in- 
creased by 20% each day, should additional rainy days be added, or should the 
rainy season be extended? The impact on crops might depend on this difference. In 
a monsoon region, if precipitation increases, should the date of the beginning of the 
monsoon be earlier, or should the dates remain the same and the rain be more 
intense? If the latter, should the timing of rain events change or be the same? If 
temperature increases, should the daily temperature increase by the same amount 
as the daily minimum? Should all days in the month have the temperature changed 
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by the same amount, or should some days' temperatures increase more than 
others? All questions of this type must be specified expficitly in each scenario, 
because the impact on crops can significantly differ with different ways of imposing 
changes in weather variables. 

5. Must Not Be Treated as Forecasts, but Only as Sensitivity Tests 
Because the best scenarios that we can create are subject to so many limitations, at 
this point it is very important to avoid the temptation to assign probabilities to the 
results. In other words, even the best scenario created with the best GCM applied 
to the best crop model cannot be considered as a forecast of the impact of humans 
on climate and used for policy decisions. With the possible exception of sea-level 
rise, it will be impossible for the foreseeable future to identify winners and losers of 
future climate change. We may be able to identify human systems that are potential- 
ly more vulnerable than others to certain scenarios, but the unknowns about re- 
gional climate change and human responses preclude at this time the use of the 
words winners, losers, and forecast. 

B. Defining the Required Information for Regional Impacts 

In order to produce a scenario of future climate for use in effects assessment, it is 
first necessary to know the particular activity that will be studied and the tech- 
niques used for assessment, and the dependence of the activity and techniques on 
different climate parameters. Only then can useful scenarios be provided that in- 
clude information on the important parameters with the appropriate temporal and 
spatial resolution. 

Scenarios will be needed to study the effects on a large number of systems that 
affect humans, including agriculture, forests, transportation, water resources, wet- 
lands, human health, rivers, lakes, estuaries, biodiversity, coastal resources, air pol- 
lution, recreation, electricity demand, wind, solar and hydro electricity generation, 
and societal and political systems. For each of these, the most important climate 
parameters may be different. For instance, ocean currents, frequency and strength 
of oceanic storms, winds, frequency of fog, sea-ice distribution and thickness, and 
sea level as it affects navigation in shallow straits and harbors, will all be important 
for ocean transportation. For agriculture, temperature, precipitation, cloudiness, 
wind, CO 2 concentration, intensity of ultraviolet light, frequency of severe storms, 
and soil moisture, will all be important, although of different relative importance 
for different crops in different areas of the world at different times of the year. In 
addition, the frequency of rare, but extreme, events, such as hurricanes, drought, 
flooding, tornadoes, hailstorms, heat waves, and frost, may be more important 
than shifts in the mean of climate parameters. And for each of the important 
paramters, the appropriate spatial and temporal distribution of the parameter 
must be provided. For example, the ocean currents may only be needed on a 
monthly basis in 1000 x 1000 km boxes, while the diurnal cycle of tempera- 
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ture might be needed at a specific location on a hillside near a coastline where a 
rice crop is being grown. 

It should be pointed out that in the above discussion another factor, techno- 
logical change, has not been considered. The predominant factor in changes in vir- 
tually all the activities listed above during the past century has been technological 
developments, not climate. It is not known how to predict future technological 
change and its interaction with climate. Furthermore, technological or political 
reaction to perceived climatic change, such as developing drought-resistant crops, 
or implementing large-scale reforestation, may completely dominate future 
impacts. Societal reactions, such as mass migrations or revolutions, may also be 
more important than the direct effects of changing climate parameters on specific 
activities. 

There are several possible methods to assess the effects of climate change, in- 
cluding simulation models, statistical models, studies of distributions of vegetation 
in current and past climates, field and laboratory experiments, and historical 
records of responses to weather and climate extremes. For each of these tech- 
niques, different types and resolutions of climatic information may be necessary in 
the scenarios. 

In this paper we focus on two techniques for impact analysis, ecosystem distribu- 
tions as a function of mean temperature and pressure (for China), and the IBSNAT 
crop models, which need daily maximum temperature, minimum temperature, pre- 
cipitation, and insolation (for Sub-Saharan Africa and Venezuela). These are 
discussed in detail in Section 4. 

C. Techniques for Creating Climate Change Scenarios 

Given that we can accomplish the steps discussed above (steps 1-4, Table I), and 
that we have a list of climate parameters that need to be specified in scenarios of 
the future, how can appropriate and defensible scenarios be produced? The differ- 
ent possibilities are discussed here. 

Data from the Instrumental Record 
Smith (1989) used the warm decade of 1930-1939 as an analog for a warmer fu- 
ture world. This method has two problems. First, it is now as warm as that decade 
in many parts of the world, and scenarios of a climate quite different from the pre- 
sent one are needed. Second, the 1930's probably were warm because of a lack of 
volcanic aerosols for the preceding two decades, and it is now warm probably due 
to the compensating effects of cooling by volcanic aerosols and warming by more 
greenhouse gases and the largest E1 Nifio of the century (Robock, 1991a). Super- 
imposed on both of these time periods is the natural variability of climate, which 
has been different in the different periods. Hence, using a different period with the 
same mean climate, but produced by different causes, may produce an entirely dif- 
ferent distribution of climate parameters and not be a good analog. J~iger and 
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Kellogg (1983) similarly point out that scenarios created by considering the warm- 
est and coldest years of a particular time period do not produce useful regional 
information. 

Paleoclimatic Information 
The same problem as discussed above also applies to using paleoclimatic informa- 
tion. It has been suggested by Budyko (1991), among others, that three warm 
epochs in the past, the Holocene Optimum of 5000 years ago, the last Interglacial 
Optimum of 125 000 years ago, and the Pliocene Optimum of 3-4 000 000 yr ago, 
could be used as analogs for future warm periods. However, as shown by 
MacCracken and Kutzbach (1991), warm periods in the past were caused by differ- 
ent forcings than potential greenhouse-gas-induced warming and had different sea- 
sonal and latitudinal distributions of solar energy. Therefore, they may be quite 
inappropriate to use for scenarios of the next century. One might expect quite dif- 
ferent distributions of atmospheric circulation, precipitation, monsoons, and sea- 
sonal cycles produced by greenhouse gases as compared to Milankovitch forcing. 

Synthetically-Generated Time Series 
Mearns (1989b) suggested that if the statistical structure of time series of the rel- 
evant meteorological parameters were known, then artificial time series with the 
correct statistical properties could be generated. This approach has the advantage 
that the variability can easily be changed to test the effect of hypothesized future 
changes in this property. However, this method is not now practical for two reasons. 
One is that we would like to have physically consistent variations of all parameters, 
and a physical, not just statistical, model is necessary to combine variations of, say, 
temperature, precipitation, and insolation. The other reason is that the statistical 
structure of many important variables is not well known or easily expressed, such 
as for tropical rainfall or insolation. 

Scenarios From Climate Models 
GCMs of the Earth's atmosphere have been used by five different groups [Oregon 
State University (OSU; Schlesinger and Zhao, 1989), National Center for Atmos- 
pheric Research (NCAR; Washington and Meehl, 1984), Goddard Institute for 
;Space Studies (GISS; Hansen et aL, 1984), Geophysical Fluid Dynamics Labora- 
tory (GFDL; Wetherald and Manabe, 1986), and the United Kingdom Meteoro- 
]logical Office (UKMO; Wilson and Mitchell, 1987)] to calculate how the 'equilib- 
rium' global climate will change in response to doubling the CO 2 concentration in 
the Earth's atmosphere. The UKMO, OSU, GFDL, and GISS results are currently 
available at NCAR for analysis and use in generation of scenarios. Groups in the 
U.S.S.R., Australia, West Germany, and Canada are also doing equilibrium calcula- 
tions. In addition, the GISS, GFDL, and N C A R  models have been coupled to 
ocean models of varying complexity and used to calculate the time-dependent 
transient response of the climate system to gradual increase of greenhouse gases. 
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The GISS transient calculations, made with a simplified, non-dynamic ocean 
model, are also currently available at NCAR. The GFDL and NCAR transient cal- 
culations were made with full oceanic GCMs, and therefore allow more possible 
modes of response. 

Although these calculations have a coarse resolution and disagree on regional 
distributions of climate change, they have been used for creating ranges of sce- 
narios for studying the impact of climate change (Smith, 1989). In order to create 
scenarios for individual locations, at least five related approaches have been recent- 
ly suggested. Ackerman and Cropper (1988) described an overall framework for 
combining GCM output, local climatology, and expert judgment to create sce- 
narios (Figure 1). This framework guides the scenario creation in the present paper. 
In their procedure, if a GCM does an adequate job of simulating the current cli- 
mate, or if the GCM does not do a good job but the bias is understood, the GCM 
information is used directly to create scenarios. Four recent papers provide tech- 
niques to accomplish this. They all assume that the regional-scale GCM output has 
some useful information, and suggest ways to go from the large GCM scale down to 
the local scale. Wigley et al. (1990) evaluated multiple linear regression techniques 
for calculating sub-grid-scale information. Turco (1988) suggested a method for 
using the seasonal cycle to scale the local changes from GCM output. Karl et al. 

(1990) developed a statistical technique employing empirical orthogonal functions 
to obtain local information. Smith (1989) has actually used simple procedures, 
such as adding the 2 x CO 2 - 1 × CO 2 GCM results and transient GCM differences 
to observed data, to create scenarios for United States impact studies. However, 
none of these techniques provides guidance on creating scenarios if the GCMs do 
such a poor job that the 2 × CO 2-1  x CO 2 results cannot be trusted, since the 
model errors resulting in the poor 1 x CO 2 simulations are still inherent in the 
2 x CO 2 results. In the methodology and case studies presented below, this problem 
is addressed. 

GCMs have large deficiencies in their ability to predict the future. In the first 
place, it cannot be assumed that the climate will gradually warm, as is implicit in 
interpolating between a 1 x C O  2 and a 2 x C O  2 equilibrium simulation. Nor can it 
be assumed that a smooth transient simulation with only greenhouse gases for forc- 
ing and a simple mixed layer ocean is applicable. Even though the global climate 
has warmed during the past century (Jones, 1988; Hansen and Lebedeff, 1988; 
Vinnikov et al., 1990), this warming may be entirely due to natural variations in the 
climate system and totally unrelated to greenhouse gases (Roboek, 1978; Lorenz, 
1991). Future climate change attributable to internal variation in the climate system 
is difficult to establish (Lorenz, 1991). Volcanic eruptions may play an important 
climate role, depending on the frequency and amplitude of future eruptions 
(Robock, 1991a). Although Hansen et al. (1988) included volcanic eruptions in 
some of their transient scenarios, the future level of volcanic activity cannot be pre- 
dicted. Cooling cannot be excluded from climate change scenarios for the next few 
decades and must be considered in any set of scenarios. 
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Process for scaling climate projections to crop models, from Ackerman and Cropper (1988). 

In the second place, GCMs do not properly treat many important physical and 
biological processes. Clouds, soil hydrology, and ocean circulation, and the biologi- 
cal impact on the first two of these and on CO2 levels, are the major deficiencies 
that we can identify today. For example, when the UKMO included more detailed, 
but not necessarily more accurate, cloud microphysics, in their 2 x CO 2 experi- 
ments, the global sensitivity decreased from a 5.2 °C warming to 1.9 °C warming 
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(Mitchell et al., 1989). When Stouffer et al. (1989) coupled an oceanic GCM to 
their atmospheric GCM in a transient experiment, they actually found a period of 
cooling in the Southern Hemisphere (SH) as the Northern Hemisphere warmed. 
Even after a 200-yr integration during which the atmospheric CO2 concentration 
increased by a factor of 4, the air temperatures in the high latitudes of the SH failed 
to warm. When the system is warming everywhere, different parts of the climate 
system warm at different rates. Therefore, gradients will be established that lead to 
anomalous responses unresolvable in equilibrium calculations. No greenhouse 
warming calculations have yet included a biosphere model, yet recent calculations 
of Amazon deforestation (Shukla et al., 1990) with the National Meteorological 
Center GCM coupled with the SiB biosphere model (Sellers et al., 1986) showed 
large effects of the biosphere on soil moisture and cloudiness. The sensitivity was 
found even with a very crude, GCM-grid-size biosphere model. How can GCM 
output be used to evaluate the effects of climate change on agriculture or forests, 
when the simulation does not include this biology in its calculations? 

GCMs are not highly accurate in reproducing the current climate for the United 
States (Grotch, 1988) and other parts of the world (Grotch and MacCracken, 
1991; Kalkstein, 1991; and see Case Studies, Section 4), because of the above 
problems and the resolution of the models. If GCMs do not include the physics 
necessary to satisfactorily simulate the current climate, it is difficult to accept simu- 
lations of altered climate. 

Using GCMs to drive nested-grid models, with higher resolution (1 x 1 °) over 
the region of interest, lead to more realistic simulations of regional climate in that 
region (Giorgi, 1990; Giorgi and Mearns, 1991), but it is prohibitively expensive to 
run high-resolution models on a global basis. Because the boundary conditions of a 
nested grid depend on the inaccurate simulations of a lower-resolution global 
GCM, this technique does not offer promise for the creation of regional scenarios, 
because the high-resolution information in the region of interest will be conta- 
minated with erroneous boundary conditions. 

The variability of climate may also change as the mean changes. Rind (1991), in 
a number of simulations, showed that, as the climate warms the temperature varia- 
bility decreases while the hydrological variability increases. Can a GCM be used to 
predict reliably this aspect of climate scenarios? Variability of the current climate is 
already very large, especially that of the hydrological cycle. It is the extreme events, 
such as the 1988 midwestern US drought, hurricanes Gilbert in 1988 and Hugo in 
1989, or the Sahel drought of the recent past, that can have devastating effects on 
humans. Will the future climate actually be more variable than at present? 

Another aspect of climate variability is the scale of temporal and spatial varia- 
tion. If there is a question about the models producing the correct variability for the 
current climate, how can such variability be ascertained in the future? Particularly 
difficult are the problems of determining sub-grid-scale variation and distinguish- 
ing future climates from the present large background variability on local scales. 
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Arbitrary Scenarios 

Guided by the results of the GCMs and the needs for the study of a particular 
impact, a climatologist could arbitrarly specify combinations of parameters that 
would be self-consistent within the range of uncertainty in our knowledge and 
would span the range of possible future climates. This could be the same for many 
different impacts, in order for all to study the same scenario, or could be tailored to 
a specific impact, so that the sensitivities could be optimally determined. This is a 
necessary part of any set of scenarios, as discussed above. 

D. Previous Studies 

The largest impact analysis study done to date was the EPA study of the impact of 
climate change on the United States (Smith and Tirpak, 1989). Smith (1989) pre- 
sented five requirements for their scenarios that are similar to those proposed here, 
but then decided to use a very different methodology for creating scenarios, basing 
them either solely on 2 x CO 2 equilibrium GCM results or the analog climate of the 
1930's. They used several different GCMs to determine 2 x CO 2-1 x CO 2 param- 
eters from the nearest GCM grid point and added this difference to time series 
from observations. This procedure, which is now also being used for global impact 
analysis studies under EPA sponsorship (ICE 1989), makes it very difficult to 
interpret the results. (This particular international study will also use arbitrary sce- 
narios, if the resources are available, but without any specification of the temporal 
variability.) 

The EPA procedure violates the first three requirements for scenario develop- 
ment (Table II) and does not provide a method to deal properly with temporal 
variability, the fourth requirement. A crucial difference between the EPA proce- 
dure and ours is that they act as if GCMs can produce useful regional distributions 
of future climate change and leave out the vital step of comparing GCM simula- 
tions of the current climate with observations. The EPA approach assumes that the 
GCM physics is sufficiently accurate to provide regional information about the 
future. Unfortunately, the error in scenarios produced by the EPA approach may 
be so large that the biological effects they predict are determined by their error 
rather than by climate change. In the procedure offered here, the physics of the 
actual climate system, as derived from observed climatic variability, is implicitly 
accounted for. 

The EPA procedure has been used in several previous impact studies, such as 
the Parry et al. (1988) and Adams et al. (1990) studies of agricultural impact, and 
the Croley and Hartmalm (1989) study of Great Lakes levels. All these studies 
suffer from the same problems discussed above. 

As an example of the EPA technique, Tables III-V present the results of using 
the programs supplied by EPA to current investigators working on the interna- 
tional impact assessment. The program requests a latitude and longitude and then 
supplies output from the nearest GCM grid point from the UKMO, GISS, and 
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TABLE HI: GCM simulations for grid point nearest to 115 ° E, 30 ° N, in China 

Month Temperature (°C) Precipitation (ram/day) Solar (W/m 2) 

l x C O 2  2xCO2 Diff l x C O 2  2xCO2 Ratio l x C O 2  2 x C O 2  Ratio 

Values at 115.0 30.0 f r o m U K M O  at 116.3 32.5 16 25 
1 -11.6 -4.3 7.29 0.6 0.5 0.90 144. 152. 1.05 
2 -5.7 1.7 7.35 1.3 1.0 0.78 166. 183. 1.10 
3 2.8 10.4 7.59 3.6 4.3 1.21 168. 179. 1.07 
4 10.2 16.8 6.65 5.9 6.5 1.11 164. 176. 1.07 
5 16.5 22.7 6.14 7.9 7.5 0.94 184. 217. 1.18 
6 22.2 27.0 4.89 6.2 7.8 1.26 220. 234. 1.06 
7 25.7 29.6 3.98 6.3 6.9 1.10 245. 254. 1.04 
8 25.1 29.2 4.08 4.9 6.0 1.22 252. 247. 0.98 
9 20.3 25.2 4.87 2.4 2.8 1.16 202. 220. 1.09 

10 12.1 19.0 6.86 1.9 2.1 1.07 146. 159. 1.08 
11 -1.9 7.7 9.60 1.0 1.4 1.32 139. 128. 0.92 
12 -9.9 -1.6 8.32 0.5 0.7 1.28 133. 131. 0.98 

Values at 115.0 30.0 from GISS at 120.0 27.4 31 16 
1 7.0 9.8 2.74 1.1 1.2 1.13 136. 133. 0.98 
2 9.6 12.2 2.59 2.3 1.5 0.68 143. 153. 1.07 
3 13.8 17.1 3.31 3.0 3.0 1.03 174. 180. 1.04 
4 18.2 22.0 3.15 3.2 4.2 1.33 230. 229. 1.00 
5 22.7 26.3 3.58 5.3 4.8 0.91 252. 263. 1.04 
6 24.7 29.4 4.69 6.4 9.6 1.51 264. 278. 1.05 
7 26.7 31.3 4.52 8.4 11.0 1.30 255. 263. 1.03 
8 27.2 31.4 4.18 9.1 11.2 1.23 243. 258. 1.06 
9 23.3 26.8 3.52 6.1 8.0 1.30 215. 228. 1.06 

10 19.1 22.0 2.92 4.3 4.2 0.98 179. 178. 0.99 
11 12.5 16.2 3.72 2.4 2.7 1.15 137. 138. 1.00 
12 8.7 11.1 2.42 1.2 1.1 0.94 115. 125. 1.09 

Values at 115.00 30.0 f r o m G F D L  at 112.5 28.9 16 27 
1 -18.5 -11.5 7.02 2.0 2.4 1.22 51. 71. 1.40 
2 -9.5 -4.0 5.48 4.0 6.0 1.48 49. 77. 1.57 
3 0.7 7.4 6.72 8.4 9.3 1.10 93. 103. 1.11 
4 10.7 17.2 6.49 5.3 6.9 1.29 140. 146. 1.04 
5 19.7 24.0 4.30 5.5 5,5 1.00 145. 155. 1.07 
6 25.1 28.1 3.00 1.6 2.8 1.81 193. 183. 0.95 
7 29.0 31.4 2.38 2.4 3,7 1.55 186. 181. 0.97 
8 29,5 30.9 1.46 2.9 2,7 0.94 179. 172. 0.96 
9 26.8 28.4 1.56 1.1 2,4 2.16 174. 166. 0.96 

10 15.4 18.3 2.85 3.0 2,8 0.95 130. 128. 0.99 
11 -5.5 0.4 5.89 3.7 4.0 1.09 78. 93. 1.19 
12 -17.4 -11.5 5.90 1.6 1.6 0.98 44. 86. 1.97 

G F D L  m o d e l s  f o r  t h e  c u r r e n t  c l i m a t e  a n d  a 2 × C O  2 c l i m a t e .  T a b l e  I I I  p r e s e n t s  

r e s u l t s  f o r  115 ° E ,  3 0  ° N ,  i n  t h e  m i d d l e  o f  t h e  a g r i c u l t u r a l  r e g i o n  i n  C h i n a .  T a b l e s  

I V  a n d  V a r e  f o r  s i m i l a r  r e g i o n s  i n  N i g e r  (5 ° E ,  15 ° N )  a n d  V e n e z u e l a  (65°  W,  

5 ° N) .  T h e  p r o c e d u r e  ca l l s  f o r  t h e  i n v e s t i g a t o r s  to  i n s e r t  t h e  t e m p e r a t u r e  d i f f e r -  
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TABLE IV: GCM simulations for grid point nearest to 5 ° E, 15" N, in Niger 
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Month Temperature (°C) 

l X C O  2 2 x C O  2 Diff 

Precipitation (rnm/day) Solar (W/m 2) 

1 x CO 2 2 X C O  2 Ratio 1 x CO2 2 X C O  2 Ratio 

Values at 5.0 15.0 from UKMO at 3.8 17.5 1 22 
1 18.6 23.8 5.11 0.2 0.0 0.22 249. 257. 1.03 
2 22.5 28.6 6.08 0.3 0.1 0.45 279. 286. 1.03 
3 26.9 33.7 6.82 0.6 0.6 1.00 303. 301. 0.99 
4 29.2 36.1 6.90 0.8 1.0 1.22 322. 308. 0.96 
5 30.5 37.2 6.73 1.6 2.0 1.22 321. 323. 1.01 
6 30.1 36.5 6.42 2.1 2.5 1.19 327. 325. 1.00 
7 30.6 38.3 7.72 2.2 1.5 0.65 330. 336. 1.02 
8 31.6 37.4 5.78 2.0 2.4 1.23 326. 323. 0.99 
9 28.0 32.1 4.07 3.0 5.1 1.67 298. 294. 0.99 

10 25.3 29.8 4.43 0.5 1.0 1.84 284. 284. 1.00 
11 21.8 28.1 6.27 0.3 0.1 0.36 243. 261. 1.08 
12 19.1 24.7 5.65 0.1 0.1 0.44 240. 247. 1.03 

Values at 5.0 15.0 from GISS at 10.0 11,7 20 14 
1 23.7 28.0 4.34 0.9 0.7 0.75 249. 243. 0.98 
2 25.2 30.3 5.02 0.7 1.5 2.24 273. 266. 0.98 
3 26.8 31.5 4.77 1.2 2.3 2.01 293. 285. 0.97 
4 27.7 32.5 4.72 2.l 2.8 1.35 303. 296. 0.98 
5 28.3 31.7 3.40 2.9 4.0 1.35 291. 290. 1.00 
6 27.8 31.0 3.18 2.9 4.1 1.44 286. 285. 1.00 
7 26.0 30.4 4.34 5.7 6.3 1.10 277. 279. 1.01 
8 25.2 28.4 3.22 6.8 8.6 1.28 264. 266. 1.01 
9 24.1 27.3 3.26 6.5 6.7 1.03 246. 259. 1.05 

10 23.3 27.3 3.92 3.3 3.1 0.92 255. 255. 1.00 
11 23.7 28.5 4.76 1.5 1.3 0.84 246. 248. 1.01 
12 23.0 28.7 5.67 1.0 0.9 0.85 242. 239. 0.99 

Values at 5.0 15.0 from GFDL at 7.5 15.6 2 24 
1 16.5 20.8 4.34 0.5 0.3 0.56 110. 110. 1.00 
2 20.0 23.5 3.50 0.4 0.4 0.99 119. 121. 1.02 
3 24.2 27.1 2.93 0.4 0.5 1.15 134. 134. 1.00 
4 27.1 31.4 4.22 0.9 0.9 1.01 134. 134. 1.00 
5 27.3 31.6 4.34 1.6 1.2 0.75 134. 134. 1.00 
6 27.3 30.1 2.80 1.8 3.1 1.69 129. 125. 0.97 
7 26.1 27.7 1.68 2.7 3.3 1.22 124. 124. 1.00 
8 26.6 29.4 2.74 1.8 2.4 1.31 126. 120. 0.96 
9 26.4 30.4 4.00 1.8 1.2 0.68 125. 128. 1.02 

10 25.2 28.7 3.53 0.4 0.8 1.99 124. 121. 0.98 
11 20.5 26.2 5.73 0.3 0.3 1.03 112. 110. 0.98 
12 18.6 20.9 2.31 0.2 0.4 1.85 107. 104. 0.98 

ences and precipitation and insolation ratios directly into the daily weather inputs 
that drive the crop models. 

The problems in using this method are clear from even a quick perusal of the 
tables. The differences between the models for the simulations of the current 
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TABLE V: GCM simulations for grid point nearest to 65 ° W, 5 ° N, in Venezuela 

Month Temperature (°C) Precipitation (mm/day) Solar (W/m 2) 

1 x C O  2 2 x CO 2 Diff 1 X C O 2  2 x CO2 Ratio 1 X C O  2 2 x CO2 Ratio 

Values at - 65  5.0 f r o m U K M O  at -63.8 7.5 40 20 
1 20.9 27.3 6.41 2.1 1.4 0.66 210. 239. 1.14 
2 22.3 29.8 7.55 1.7 1.5 0.88 230. 266. 1.16 
3 25.1 32.0 6.92 1.5 2.1 1.42 251. 289. 1.15 
4 26.6 31.6 4.99 3.0 4.0 1.36 266. 287. 1.08 
5 24.9 28.4 3.51 7.6 8.7 1.16 245. 246. 1.00 
6 23.9 27.7 3.80 8.5 10.1 1.19 244. 244. 1.00 
7 24.0 27.3 3.30 10.2 11.0 1.08 242. 249. 1.03 
8 23.6 27.1 3.52 7.4 6.3 0.85 256. 272. 1.06 
9 23.4 27.2 3.85 5.1 4.3 0.85 266. 271. 1.02 

10 24.1 28.3 4.23 7.1 7.7 1.09 248. 253. 1.02 
11 23.5 27.4 3.97 6.8 6.6 0.97 224. 238. 1.06 
12 21.6 25.7 4.07 3.5 3.3 0.93 219. 225. 1.03 

Values at -65.0 5.0 from GISS at -60.0  3.9 13 13 
1 24.8 28.5 3.73 6.4 5.1 0.80 253. 253. 1.00 
2 24.8 28.9 4.08 6.1 3.8 0.62 258. 268. 1.04 
3 25.1 29.7 4.63 5.8 4.5 0.79 268. 284. 1.06 
4 25.7 30.2 4.53 4.6 4.6 1.00 273. 283. 1.04 
5 26.6 30.5 3.93 3.6 3.7 1.02 266. 274. 1.03 
6 27.8 31.3 3.50 1.6 2.1 1.34 265. 268. 1.01 
7 28.0 31.7 3.70 2.0 2.3 1.14 268. 268. 1.00 
8 27.6 31.9 4.31 2.9 2.7 0.95 281. 277. 0.99 
9 27.1 31.4 4.39 5.2 4.8 0.94 289. 288. 1.00 

10 26.2 30.5 4.32 7.2 5.9 0.81 279. 278. 1.00 
11 25.3 29.8 4.47 6.8 5.3 0.79 260. 263. 1.01 
12 24.7 28.9 4.16 5.5 6.0 1.10 250. 251. 1.01 

Values at -65.0  5.0 f r o m G F D L  at -67.5 6.7 40 22 
1 20.2 22.4 2.18 3.2 3.4 1.06 155. 153. 0.99 
2 20.2 23.9 3.71 2.8 3.0 1.06 161. 166. 1.03 
3 20.6 24.0 3.34 3.8 4.4 1.15 167. 172. 1.03 
4 21.6 24.2 2.61 3.5 3.7 1.06 184. 171. 0.93 
5 21.3 23.1 1.78 6.4 6.6 1.04 152. 132. 0.87 
6 20.7 23.2 2.48 4.4 5.9 1.34 137. 130. 0.95 
7 20.8 23.2 2.39 5.1 5.7 1.11 139. 130. 0.93 
8 20.7 24.2 3.48 4.3 3.8 0.89 132. 158. 1.20 
9 21.5 24.6 3.16 6.2 7.2 1.16 138. 144. 1.04 

10 21.7 24.3 2.57 7.4 7.3 0.99 133. 132. 0.99 
11 20.5 23.1 2.57 3.1 6.4 2.04 137. 124. 0.91 
12 19.5 22.1 2.56 2.4 4.3 1.81 138. 133. 0.97 

1 x C O  2 c l i m a t e  a r e  m u c h  l a r g e r  t h a n  t h e  d i f f e r e n c e s  b e t w e e n  t h e  1 x C O  2 

a n d  2 x C O  2 c l i m a t e s  in  e a c h  m o d e l .  F o r  e x a m p l e ,  t h e  J a n u a r y  t e m p e r a t u r e  f o r  

C h i n a  ( T a b l e  I I I )  h a s  a r a n g e  o f  2 5 . 5  °C f o r  t h e  1 × C O  2 s i m u l a t i o n s ,  f o r  N i g e r  

7.2 °C ( T a b l e  IV) ,  a n d  f o r  V e n e z u e l a  4 .6  °C ( T a b l e  V ) ,  w h i l e  t h e  p r o j e c t e d  

2 x C O  2 - 1  x C O  2 t e m p e r a t u r e  c h a n g e s  a r e  m u c h  sma l l e r .  T h e  G F D L  2 x C O 2  

¢¢~1;m~*;~ (~hnno~  A n r i l  1 QQ~; 
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prediction for January for China is -11.5 °C, 18.5 °C colder than the GISS 1 x C O  2 

temperature. Moreover, even larger differences are found for precipitation and 
insolation. There are also large differences between mode predictions of the ampli- 
tude and seasonal cycles of the temperature differences. For example, for China 
GFDL and UKMO predict larger temperature changes in winter than summer, 
while GISS predicts the opposite. The precipitation and insolation ratios show 
large month-to-month variability, with no correspondence from model to model. 
Clearly, the results of an impact analysis that used these data should be critically 
examined. Which model, if any, is to be given more weight? Does the model-to- 
model variation give any reasonable idea of the expected variation in impacts? 

One obvious problem with the EPA procedure is that the relevant model grid 
points for a specific impact location come from different locations, because of the 
coarseness of the model grids. One would think that the procedure could be im- 
proved if maps were made of model output and the scenarios were based on values 
interpolated to the exact impact location. However, as will be seen later in the case 
studies, even this does not measurably improve the model simulations of the cur- 
rent climate, and does not render the direct GCM model output useful for scenario 
creation. 

Some general patterns are clear from these tables, however. All the models give 
warming, for all months of the year for all locations, as is to be expected from 
simple greenhouse theory. During the rainy season, for all the cases, there is gener- 
ally an increase in precipitation. The insolation changes (related to cloudiness 
changes) show no patterns. This general information can be used in scenario crea- 
tion. 

E. Methodology 

In order to begin the development of a reasonable method to produce scenarios for 
impact assessment, it is necessary to look at specific cases. Because there are so 
many possible combinations of systems that will be affected, techniques for effects 
assessment, techniques for generation of scenarios, and varying locations on the 
planet, this paper addresses specific combinations of these variables in order to 
illustrate the problems in scenario generation and provide some solutions. 

The systems studied were agriculture and specific biome distributions. Agricul- 
ture is the most important system that affects humans, and techniques have been 
developed to study the impacts. For agriculture, the International Benchmark Sites 
Network for Agrotechnology Transfer 0BSNAT) crop simulation models 
(IBSNAT, 1988; Hoogenboom, 1989) have been adopted. For biomes, a statistical 
model was used that relates temperature and precipitation to ecological system 
parameters (Hammond, 1972; Chang and Gauch, 1986; Chang, 1988). The 
IBSNAT agricultural models require daily values of maximum temperature, mini- 
mum temperature, precipitation, and insolation. The biome models are cruder, 
requiring only monthly average temperature and precipitation. 
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For the reasons discussed above, scenarios based on both GCM output and 
arbitrary specifications were created. The method of Ackerman and Cropper 
(1988) (Figure 1) was used for these case studies, because they provide the most 
logical and detailed procedure for dealing with GCM output. However, they do not 
provide a method for producing scenarios in cases where the GCMs do a poor job 
of simulating the current climate, which is true for every case study. 

In this paper a new procedure (Figure 2) is developed for combining GCM out- 
put with climatic information in order to produce scenarios, even when the GCMs 
give poor regional simulations. This is a substitute for the 'Expert Judgment' box of 
Figure 1. If the GCM does a poor job of simulating the current regional climate, 
there is still general information contained in the calculations that can be useful in 
creating a scenario. All GCMs show that when CO2 is doubled, the global average 
climate will warm and the global average precipitation will increase (Mitchell, 

Good ( Compare 
climates 

Current baseline I 
climatic data 

,.~ Poor 

~ ~ -  ~ Detailed 
~" Large-scale "~ natt~ln s 

ICreate scenario 
from simulati0n I 

Fig. 2. Improved procedure for scenario creation. 
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1991). Data analyses (Vinnikov et al., 1990; Vinnikov and Yeserkepova, 1991) also 
show this but show larger increases in precipitation than the models for the same 
temperature change. Therefore, even though we cannot be sure of the regional 
details, there is no reason to expect any particular region not to behave in this gen- 
eral way, although decreasing rainfall cannot be excluded in some regions. Thus, we 
can combine the arbitrary specification of climate change based on this general 
behavior of climate models and data with specific knowledge about the modes of 
natural interannual variation of specific regions to create regional climates. 

Every region has interannual climate variations. In the midlatitudes, such as in 
China, there are large variations of both temperature and precipitation. In the trop- 
ics, such as Sub-Saharan Africa and Venezuela, the dominant year-to-year varia- 
tions are of precipitation. In the new procedure, this information is used to create 
scenarios for a warmer, wetter world, with the precipitation increasing in the same 
way that it does now between wet and dry years. 

The assumption in using a scenario based only on GCM output and calculating 
the 2 x C O  2 - 1 )< C O  2 difference, as has been done previously, is that the same 
physics governs the climate system in a warmer world as in the present, and the 
physics used is that represented by the GCM. In the procedure here, the same 
assumption is made, but the physics is specified by the climate system, not by the 
computer model. Because the computer model is in error, as seen by comparing its 
output to current data, we do not want to retain the erroneous physics. However, if 
it is assumed that the climate system will continue to vary in the future in the same 
way that it does today, then by using current interannual differences, the possible 
scenarios do not conflict with the known physics. Although current interannual 
precipitation variations are not necessarily linked to temperature variations, we use 
large-scale temperature-precipitation relations to specify the amount of precipita- 
tion changes, but use observations to specify the character of the changes. 

Of course, in a world with a drastically altered climate, there may be non-linear 
responses that cannot be captured by this procedure, and can only be studied by 
appropriately detailed, validated models, of which none presently exist. But for 
greenhouse warming, the current interannual variations are as large as the predict- 
ed variations in the tropical regions. Thus, we have reasonable confidence that the 
behavior of the future climate will follow the same rules as does the current climate. 
Even if a GCM does a good job of simulating the current climate, this does not 
mean that it can be trusted to give a good regional scenario for the future climate, 
and so the new scenario generation technique should also be employed in this case 
in addition to the GCM-based method. 

4. Case Studies 

The case studies used to explore the scenario development methodology are asso- 
ciated with the PAN-EARTH Project, a series of national- and regional-level case 
studies on the effects of climate change on the ecological and agricultural systems 

Climatic Change April 1993 



314 Alan Robock et al. 

of China, Japan, Venezuela, and several countries in Sub-Saharan Africa. The 
PAN-EARTH Project derived from the International Council of Scientific Unions' 
Scientific Committee on Problems of the Environment (SCOPE) project on the 
global consequences of nuclear war (ENUWAR) (Pittock et al., 1986; Harwell and 
Hutchinson, 1985). The present PAN-EARTH case studies focus on greenhouse, 
nuclear winter, and other anthropogenic climate change. Through a number of 
focused workshops, the participants in the PAN-EARTH Project (including all the 
authors of the present paper plus many additional scientists from around the 
world) have worked to develop generic and regional scenarios of climate change, 
identify the ecological and agricultural systems of importance in each region, de- 
velop biological effects assessment tools, including adapting ecosystem and crop 
simulation models to the specific conditions of selected sites in each case study 
region, and conduct sensitivity analyses on those models to identify the vulnerabil- 
ities of the regions to climate change and identify specific research needed to 
reduce errors of effects assessment predictions. This paper presents one com- 
ponent (scenarios development for regional assessments); other components of 
these case studies will be reported in sg'bsequent articles. 

Each of the case studies in this section is conducted in the same way, following 
the procedures outlined in Figures 1 and 2. First, the type of human system and 
types of climate change to be studied are specified. From this the needed variables 
and resolutions are derived. Then, the GCM output from i x CO 2 calculations 
from the available models are compared to the observations. If the models are not 
accurate at simulating the current climate, which turns out to be the case for all the 
studies here, then a scenario is specified based on the procedure in Figure 2. 
Deforestation GCM results do not exist for China, and nuclear winter scenarios 
have already been created (Harwell, 1988). Therefore, only greenhouse warming 
scenarios were created for China. Nuclear winter scenarios were created for both 
Africa and Venezuela, and deforestation scenarios were created for Venezuala. 

A.  China 

The climate scenarios for China were created for use by H. S. Chang to study the 
distribution of terrestrial ecosystems in China in a greenhouse-warmed world. One 
method is to relate the current natural vegetation distribution to monthly-average 
temperature and precipitation distributions, and then use new distributions of cli- 
mate data to calculate new ecosystem distributions (Hammond, 1972; Chang and 
Gauch, 1986; Chang, 1988). This requires changes in monthly-average tempera- 
ture and precipitation, which can be applied to each station. Uchijima et al. (1992) 
has recently used this technique to study vegetation distributions in Japan, and 
found a high correlation between the vegetation pattern and integrated tempera- 
tures. For Japanese vegetation, precipitation was almost always sufficient and 
temperature was the controlling factor. 

The next step in the production of scenarios is to assess the GCM climatologies. 
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Climatological data (30-yr averages) from 683 stations in China (Figure 3a) were 
compared to simulations of the current climate from 4 GCMs: OSU, GISS, GFDL, 
and UKMO. None of these models did a good job of simulating the regional 
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Fig. 3 (a). Locat ion of 683  stations in China used for data plots in Figures 3b. and 4a. (b) Observed 
summer (June, July, August)  average precipitation rate for China. Rates be low 3 mm day 1 are shaded. 
The contour interval is 0.5 mm day -1. Ignore contours outside of China, which are artifacts of the con-  
touring program. (c) Simulation of summer precipitation rates for China by the G F D L  G C M .  Rates 
be low 3 mm day i are shaded. The contour interval is 0.5 mm day -1. (d) As  in (c) for the O S U  G CM.  
(e) As  in (c) for the GISS GCM.  (f) as in (c) for the U K M O  (indicated here as U K M E T )  GCM.  
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climate of China for either temperature or precipitation for any of the seasons, in 
agreement with the results of Grotch (1988) for the United States. Figures 3 and 4 
give examples of these comparisons for summer precipitation and winter tempera- 
ture, where it is easily seen that the patterns have large errors. 

Seasona l  average  t e m p e r a t u r e  for winter  ( D J F )  

( ° C )  

683 st~tion, plotted 
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Fig. 4 (a). Observed winter (December, January, February) average temperatures for China. Tem- 
peratures below 0 °C are shaded. Station locations are shown in Figure 3a. The contour interval is 
3 °C. As in Figure 3, ignore contours outside of China. (b) Simulation of winter temperature for China 
by the GFDL GCM. Temperatures below 0 °C are shaded. The contour interval is 3 °C. (c) As in (b) 
for the OSU GCM. (d) As in (b) for the GISS GCM. (e) As in (b) for the UKMO (indicated here as 
UKMET) GCM. 
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Since the detailed patterns of the 2 x C O  2 GCM simulations cannot be used to 
make regional predictions, a scenario, shown in Table VI, was created using the 
general GCM patterns, which show warming and more precipitation in a warmer 
world. Based on all the GCM and data studies done for the midlatitudes, a warm- 
ing of 2-4 °C, and an increase of precipitation of about 20% seems the most likely 
result of an equivalent doubling of CO2. The GCMs do not provide guidance as to 
the regional or seasonal distributions of these changes within China. Figure 5 
shows, for example, simulations for the four models of the ratio of precipitation in 
a 2 x CO 2 world to that in a 1 x CO z for the summer. The patterns indicate no 
coherence, and since the 1 x COa simulations are also poor (Figure 3), they offer 
no guidance to the regional distribution of precipitation change. Therefore, the sce- 
narios (in Table VI) should be applied to all the stations in China for all seasons. 
The range of combinations of temperature and precipitation changes is given to 
investigate the sensitivity of the biome distributions, and to provide for extreme but 
less probable (given our current understanding) changes. Since only monthly-aver- 
age values are needed for this biome distribution model, no further specification of 
the temporal variations of temperature and precipitation are needed. This is not 

TABLE VI: Greenhouse  warming (2 x CO2) 
scenarios for China 

These scenarios should be applied to all the 
stations in China for all seasons. 

Temperature Precipitation 

- 2  °C a - 2 0 %  
no change 
+20% 

No change a - 2 0 %  
no change 
+20% 
+40% 

+2 °C b - 2 0 %  

no change 
+20% b 
+40% 

+4 °C b - 2 0 %  
no change 
+20% b 
+40% 

+6 °C" - 2 0 %  
no change 
+20% 
+40% 

Extreme scenarios for testing model  sensi- 
tivity. 
b Most  likely scenarios for 2 x CO 2. 
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gfdl q jja precip ratio 2x / ix  

(a) (b) 

osu jja precip 

giss jja precip ratio 2x / lx  ukmet jja precip 

Fig. 5 (a). Simulation of changes in summer (June, July, August) precipitation rates (ratio of 2 x CO2 
to 1 x COz) for China by the GFDL GCM. The contour interval is 0.2. (b) As in (a) for the OSU 
GCM. (c) As in (a) for the GISS GCM. (d) As in (a) for the UKMO (indicated here as UKMET) GCM. 

the case for the crop and ecological assessments conducted for Africa or 
Venezuela. 

Because these scenarios are to be applied equally at all stations, a random spatial 
variation, with zero mean, could also be applied, although the GCM results are not 
good enough to describe what this pattern should be. The standard deviation of the 
temperature and precipitation variations should be approximately half the value of 
the changes in Table VI, to account for the presently observed scale of variations. 

B. Sub-Saharan Africa 

Scenarios were created for Sub-Saharan Africa to use with the IBSNAT crop simu- 
lation models (IBSNAT, 1988; Hoogenboom, 1989), which are being used general- 
ly by the PAN-EARTH project (Harwell, 1989) to evaluate the impact of climate 
change on several crops. The IBSNAT models require inputs of daily values for 
maximum temperature, minimum temperature, precipitation, and insolation. For 
greenhouse warming and nuclear winter, the available GCM results are first de- 
scribed. Then, the evidence from data is presented and the scenarios created. The 
results in this section are derived from work begun at the PAN-EARTH Sub- 
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Saharan Africa Workshop (Harwell, 1989). Desertification is also a concern in this 
region, but there are no GCM results available to produce scenarios. 

2 x C O  2 

The calculations from three GCMs - OSU, GISS, and GFDL - were available for 
use in these scenarios. None of the models accurately simulated the current climate 
(Harwell, 1989). As an example, Figure 6 shows the precipitation patterns for July 
from observations (data provided by Graham Farmer from the archives of the 
Climatic Research Unit, University of East Anglia) and from the three GCMs. It is 
clear that all the models underestimated the precipitation in the heavy rain belt at 
10 ° N and overestimated the rainfall in the desert to the north. The rainfall patterns 
of all the models are as different from each other as they are from reality. 

For the 2 × CO 2 calculations, all the models showed warming, but again, there 
was no consistent pattern or amplitude. Figure 7 gives the July simulations for 
2 × CO2-1 × CO 2 for the three models. Grid-point temperature changes range 
from less than 1 °C to more than 5 °C. The GISS GCM, the only one with a diurnal 
cycle, shows that the amplitude of the diurnal cycle decreases with warming. This is 
caused by enhanced downward infrared radiation from additional CO 2 and water 
vapor in the air, which is more effective at night when not competing with sunlight. 
During the rainy season, enhanced cloudiness would produce a similar effect, caus- 
ing warming at night and cooling during the day, superimposed on a general warm- 
ing trend. Precipitation changes (not shown) for the same simulations range from 
large increases to large decreases, with no coherent patterns, and with the average 
overall increase of about 25%. 

Nuclear Winter 
Detailed output from only one GCM was available for analysis, from the Lawrence 
Livermore National Laboratory version of the OSU model (Ghan et al., 1988). The 
recent summary of expected nuclear winter climatic effects by Turco et al. (1990) 
and comments accompanying Ghan's graphical results provided additional guid- 
ance in scenario generation. Because more detailed information was available for 
the Venezuela case study region, and there was no reason to suspect that the 
African perturbations at similar latitudes would be much different, the scenarios 
described in detail in the Venezuelan case study were used for tropical Africa as 
well. 

Data Considerations and the Scenarios 
Temperature: The temperature scenarios for 2 × CO 2 are shown in Table VII. The 
minimum temperatures are increased more than the maximum temperatures in 
accordance with the model and theoretical considerations discussed above. There 
are also indications from data (Houghton et al., 1990) that during the past 100 yr, 
minimum temperatures have risen more than maximum temperatures in several 
regions of the globe. The three prescribed levels of change correspond to different 
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Locat ion  of stations in sub-Saharan  Africa used  for data  plotted in Figure 6b. (b) Observed  
July average precipitation rate for Sub-Saharan  Africa. Rates  above 6 m m  day ] are shaded.  Ignore 
artificial contours  in ocean. T he  contour  interval is 1 m m  day -1. (c) Simulation of July precipitation 
rates for Africa by the  G F D L  GCM.  Rates  above 6 m m / d a y  are shaded.  The  contour  interval is 0.5 
m m  day 1. (d) As  in (e) for the  O S U  GC M .  (e) As  in (c) for the  GISS GCM.  
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(c) 

Simulation of July temperature increases (2 x CO 2 minus 1 x CO2) for Africa by 
the GFDL GCM. The contour interval is 1 °C. (b) As in (a) for the OSU GCM. (c) As in (a) for the 
GISS GCM. 

possible sensitivities of the climate system to greenhouse warming. The 'high' level 
is larger than any current models give (Mitchell, 1991), but there may be additional 
amplifying mechanisms (Lashof, 1989) that have not been incorporated into any of 
the models. 
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TABLE VII: Sub-Saharan scenarios for 2 x CO z and nuclear winter 

2 XCO2: There are 3 2 x CO2 scenarios, High, Middle and Low, cor- 
responding to different levels of sensitivity of the climate system. 

Sensitivity Temperature 

Max Min 

High Dry +5.5 °C +6.5 °C 
Wet +5.0 °C +7.0 °C 

Middle Dry +3.5 *C +4.5 °C 
Wet +3.0 "C +5.0 °C 

Low Dry +2.0 °C +2.0 °C 
Wet +2.0 °C +2.0 °C 

(Dry months are those with less than 50 mm of rain). 

Change precipitation by +50%, +25%, 0% and -25% in combination 
with each of the three temperature scenarios, by changing the length of 
the rainy season and the intensity of the rainfall events, as described in 
the text. 

Nuclear winter 
Use the same procedure as for Venezuela (Table X). 

Precipitation: In the past thirty years, the dominant  climatic change in this region 

has been  the shift f rom abundant  rain to drought in the Sahel, with at tendant severe 

human impacts (e.g., Lamb,  1982, 1987). The  causes of these large changes in pre- 

cipitation are not understood;  suggested possibilities range f rom local human-  
induced desertification, to Atlantic sea-surface tempera ture  variations, to global 

climatic patterns. Since G C M s  are unable to model  this observed change, it is not 

possible to rely on them for even continent-scale scenarios. 
There  are, however, patterns evident in the data during these dramatic  climatic 

shifts that can be used in scenario creation. Sivakumar (1988) showed that the date 

of the beginning of the rainy season is much more  variable than the date of  the end 

of the rainy season in the Sahel. That  is, in wet years, the rainy season begins earlier 
than in dry years, although it tends to end at the same time. This is true for stations 

that have both  one and two rainy seasons per  year (Figure 8a, b). This character- 

istic of the timing in rainfall should be  incorporated into scenarios to simulate the 
climate system properly. In this instance, the characteristi~ is not evident in the 
G C M  simulations. Sivakumar (1992) has also found, by analyzing daily rainfall in 
Niger, that in wet years the timing and intensity of rainstorms both  change. In dry 
years, rainstorms are less intense and the t ime between rainstorms is greater. In 
other parts of Africa, the intensity of the rainfall events is less in dry years, but the 
timing is about  the same (Harwell, 1989). This is related to the location and 
strength of the Intertropical  Convergence Zone  (ITCZ). This characteristic of 
observed climate change must also be  included in the scenarios, but  again it is not 
predicted by the GCMs.  
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Fig. 8 (a) Schematic illustration of the envelope of rainfall amount in the Sahel for typical wet and 
dry years. In the wet years, the precipitation begins earlier and the intensity is larger. (b) As in (a) for a 
region that has a double rainfall peak. (c) Illustration of the procedure for generating a rainfall scenario 
for the Sahel when rainfall increases. P is the average rainfall during the rainy season for the observed 
time series. See text for details. 

In combination with each of the three temperature scenarios, precipitation 
should be changed by +50%, +25%, 0% and -25% by varying the length of the 
rainy season and intensity of rainfall events. This can be done using the following 
procedure, which should be applied to daily time series of observations selected 
from representative dry and wet years: (a) Determine the length of the rainy season, 
using the criteria of Sivakumar (1988): the beginning of the rainy season is 
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defined as the first day after 1 May when cumulative rainfall totals at least 20 mm 
over 3 consecutive days and when no dry spell within the next 30 days exceeds 7 
days; the end of the rainy season is defined as the first day after 1 September after 
which no rain occurs for 20 days. (b) Increase (or decrease) the length of the rainy 
season by a factor, ~, specified below, by moving the beginning of the rainy season 
up (or back) but keeping the end date fixed. This can be done by duplicating a frac- 
tion (~ - 1) of the record in the middle of the rainy season and inserting it at that 
point, while moving the part before it up in time. To reduce the precipitation, the 
fraction (~-1) should be removed from the middle. (a) At the same time, change 
the intensity of each rainfall event by the same factor, V. (d) For each site with a 
double rainy season, apply this procedure separately to each rainy season, since 
their variations are not well correlated. This procedure is illustrated in Figure 8c. 
Values of ~ of 1.5 °5, 1.25 °5, 1.0, and 0.750.5 will result in total precipitation changes 
of +50%, +25%, 0% and -25%,  as above. 

C. Venezuela 

A detailed paper describing the Venezuela case study (Robock et al., 1992) is in 
preparation. A summary is presented here. As in the previous case study, scenarios 
were created for the IBSNAT crop simulation models for particular locations in 
Venezuela to specify daily values of maximum temperature, minimum temperature, 
precipitation, and insolation. For each type of anthropogenic forcing, the available 
GCM results are first described. Then, the evidence from data is presented and the 
scenarios created. The results in this section are partially based on the PAN- 
EARTH International Workshop on Climate Variability and Climate Change in 
Venezuela (Harwell, 1990). 

2 xc02 
The OSU, GISS, GFDL, and UKMO GCM simulations of the current (1 x CO2) 
climate have been analyzed and compared with data from spatially-averaged pre- 
cipitation values from nine 1 x 1 ° grid cells from different rainfall regimes for pre- 
cipitation and nine stations for temperature (Harwell, 1990; Robock et al., 1992). 
In general, the UKMO model reasonably simulated current precipitation; the other 
models did not. Since the UKMO model simulated Venezuelan rainfall reasonably 
well, the scenarios are partially based on its 2 x CO 2 simulation, with additional 
general guidance from the results of the other models. Because the UKMO is the 
most sensitive of all the GCMs to 2 XCO2 (a 5.2 °C global average temperature 
increase), and because changes in its cloud parameterization produced a much 
lower sensitivity ( -2  °C warming) (Mitchell et al., 1989), temperature predictions 
from the UK model are used to fix the upper range for the scenarios. 

For 2 x CO2, the UKMO model shows a larger temperature increase in the dry 
season (January), equal to about 5 °C for all the Venezuela stations, and about 
3.5 °C for the rainy season (July). This makes sense physically, since the atmos- 
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phere is clear during the dry season, and downward longwave will be more effective 
at heating the land. For precipitation, the UKMO model shows no change during 
the dry season and enhanced precipitation by about 25% during the rainy season 
up to July, with a reduction by 10% in August, and little change in September and 
October. Since this does not seem consistent with our understanding of the synop- 
tics of the rainy season, precipitation simulations of the other three models were 
examined. All show enhanced precipitation during the rainy season, but not to the 
same extent as the UKMO model. OSU showed more of an increase (50%) in 
August than in July, and the other models showed less of a change, but not a reduc- 
tion. 

Monthly average insolation information from three of the models at grid points 
is available from NCAR. A review of these monthly average results (some of which 
are given in Table V) shows that for the Venezuela region the GFDL model predicts 
decreases of insolation by as much as 15% when the precipitation increases. The 
UKMO model also has decreases of insolation by as much as 10% for large pre- 
cipitation increases, but insolation increases for smaller precipitation increases or 
precipitation decreases. The GISS model has virtually constant insolation, no mat- 
ter what the level of precipitation. Wetherald and Manabe (1986) reviewed older 
versions of these GCMs which all yielded decreases in insolation when the surface 
warmed. Models that generate more convective clouds in response to heating can 
produce more precipitation and less insolation in a warmer climate. This aspect of 
climate models - i.e., the generation of fractional cloudiness - is one of their poor- 
est components, as demonstrated by the wide range of results above. The experi- 
ence of Venezuelan climatologists is therefore a very important source of informa- 
tion for the insolation portion of the scenario. As reported by Riehl in Harwell 
(1990), in Venezuela insolation reduces when rainfall increases, since even during 
non-raining times in the rainy season, cloudiness increases. This response, there- 
fore, defines the primary scenario, and the model results will be used for secondary 
scenarios. 

Deforestation 

The GCM result of Shukla et al. (1990), which simulated the effects of defor- 
estation of the Amazon, was used for the deforestation scenarios. The model in- 
cludes the SiB biosphere model of Sellers et al. (1986) and is very high resolution, 
with 18 vertical levels and horizontal grid spacing of 1.8 ° latitude by 2.8 ° longitude. 
The current climate of South America is reproduced reasonably well (Nobre et al., 

1991). For Venezuela, at the edge of the deforested region, the GCM produced 
temperature increases of 0.5-1.5 °C and precipitation decreases of 300-600 mm 
yr -I. The temperature increases are similar for all months of the year, and the pre- 
cipitation decreases are about 20-30% for the entire year. 

Nuclear  Winter 

The detailed output from one GCM, an updated version of the OSU model (Ghan 
et al., 1988) kindly provided by Steve Ghan, was available to assess the impact of 
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nuclear winter on Venezuela, and results were available for two grid points in Vene- 
zuela: 6* N, 65°W and 10 ° N, 65°W. The recent summary of expected nuclear 
winter climatic effects by Turco et al. (1990), and the comments accompanying the 
graphical results of Ghan et  al., provide additional guidance in generating sce- 
narios. 

The baseline Ghan prediction is similar to the OSU 1 × CO 2 simulation, which 
reproduces the Venezuelan temperatures well, but precipitation poorly. The nu- 
clear winter changes are so large, and agree in magnitude with results from other 
models (not available here for analysis) that the Ghan results were used as the 
basis for scenario development. For precipitation, the results are quite noisy, and 
therefore several precipitation scenarios were produced that are based on the gen- 
eral expectations for this type of climate forcing, as described in the above refer- 
ences. The specific scenarios will not depend strongly on this particular GCM 
simulation. 

The Ghan nuclear winter simulations used three different smoke amounts and 
distributions that have been standardized for GCM calculations (Pittock et al., 

1986; Ghan et  al., 1988). Three 30-day simulations were performed (all beginning 
on July 1) with 15, 50, and 150 Tg [1 Tg = 1012 g] of smoke, and two 12-month 
simulations were run for 50 and 150 Tg of smoke. In addition a control run was 
made for the current climate. Other simulations, such as those by Robock (1984b) 
and those reported in Turco et al. (1990) show that for smoke injection in the 
Northern Hemisphere in winter, transport of smoke from midlatitudes to the 
tropics is reduced and the surface temperature effects are smaller. For a worst-case 
analysis for crop impacts, the nuclear winter scenarios presented below should be 
started at each month. 

In the short term, only the 150 Tg case shows significant temperature changes in 
Venezuela, with the maximum and minimum temperature decreasing by 5-10 °C 
for the period 5-15 days after smoke injection. For days 20-30, the predicted tem- 
peratures are 2-3 °C above the control temperatures. In the longer term, both the 
50 and 150 Tg cases show significant temperature decreases, but the maximum 
decreases occur in the months October-June, which is the dry season. During the 
rainy season, there is much more cloudiness (water clouds) and the smoke does not 
reduce insolation as significantly, but in the dry season the smoke alone can cause 
greater insolation reductions, resulting in greater temperature decreases. 

Insolation is greatly reduced in the 150 Tg case for days 5-20, and somewhat 
reduced for the 50 Tg case. For both the 15 and 50 Tg cases, there are days with 
greatly enhanced insolation, perhaps caused by removal of the clouds that were 
present in the control simulations. For the longer term, there are early reductions of 
50-70% for the 150 Tg case that last until February, then gradually return to near 
normal by June. For the 50 Tg case, the insolation reduction gradually increases to 
-40% in November, after which it decreases to less than 10% by March. 

The precipitation changes are not nearly so clear. For the 50 Tg case there are 
small reductions and enhancements in the rainy season, and after October, very 
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small changes. For 150 Tg of smoke injection, July precipitation is virtually zero, 
after which the changes resemble the 50 Tg case. 

It is interesting to note that the relative direction of changes in each parameter is 
different for each of the three types of climate change, because of the different 
physics of each forcing, as shown in Table VIII. Depending on the forcing, tem- 
perature can vary in the same or opposite direction of either precipitation or in- 
solation, and precipitation and insolation can vary together or separately. This 
emphasizes the importance of Requirement 2 in Table II, that each different type of 
forcing must be considered separately to understand the potential impacts of 
human activities on climate. 

T A B L E  VIII: Relative direction of change for different parameters  for different forcings for Vene- 
zuela scenarios.  

Tempera ture  Precipitat ion Insolat ion 

Max  Min  

2 x C O  2 + + +  + - 
Defores ta t ion + + - + 
Nuclear  winter  . . . . .  

A double  symbol  ( - -  or  ++)  implies a larger change. 

Data Considerations and the Scenarios 
In accordance with the procedure in Figure 2, the general patterns from the GCMs 
described above were combined with detailed information from observations to 
generate climate change scenarios. The general patterns of the scenarios are sum- 
marized in Tables IX and X. The reasoning for these choices and the specific 
procedure for specifying the temporal patterns of the parameters are given here. 
The basic procedure is to take three to five years of daily data from the past climatic 
record, chosen so that a range of dry and wet years is represented, and modify these 
time series to create new scenarios. 

Temperature: The temperature in Venezuela stays relatively constant throughout 
the year. The diurnal cycle is less during the rainy, cloudy seaon, but the daily mean 
does not change very much. Within a month, there are not large daily changes of 
temperature, as fronts rarely affect the temperature this close to the equator. There- 
fore, the time series of current data was modified by the same amount for each day 
of a month, keeping the day-to-day variance the same. This is true for all three 
types of scenarios. 

For the 2 x CO 2 case, with large increases of temperature the minimum tem- 
perature is increased more than the maximum temperature, based on the physics of 
longwave radiation. For deforestation, temperature changes are small, and there is 
no good reason for distinguishing between minimum and maximum. In the case of 
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TABLE IX: Venezuela scenarios for 2 x CO 2 and deforestation 

2 x CO2: There are 3 2 x CO2 scenarios, High, Middle and Low, corresponding to different levels of 
sensitivity of the climate system. Each is equally probable. The temperature and precipitation sce- 
narios should be run at the same corresponding levels. 

(Dry months are those with less than 50 mm of rain.) 

Sensitivity Temperature Precipitation 

Max Min 

High Dry +4.5 °C +5.5 °C +0% 
Wet +2.5 °C +4.5 °C +40% 

Middle Dry +3.0 °C +4.0 °C +0% 
Wet +2.0 °C +3.0 °C +20% 

Low Dry +2.0 °C +2.0 °C +0% 
Wet +2.0 °C +2.0 °C +0% 

Hurricanes: In a warmer world, the probability of hurricanes will increase. To simulate this, add one 
day in September or October with rainfall of 50 cm. 

Deforestation 
Change maximum and minimum temperature by +1 °C for all months. Reduce precipitation by 25% 
for all months. Increase insolation by 25% for all months, subject to the limitation of maximum clear 
sky insolation. 

Deforestation and 2 x CO2 
Add 1 °C to each of the temperatures and 25% to each of the precipitation values for the 2 x CO 2 
scenarios. 

Note: The temporal variations within a month of temperature, insolation and precipitation are to be 
changed as discussed in text. 

TABLE X: Venezuela scenarios for nuclear winter 

Nuclear winter 
For any arbitrary starting date, apply the following two scenarios: 

(Dry months are those with less than 50 mm of rain.) 

Smoke injection Temperature Precipitation Insolation 

Max Min 

50 TG Dry - 5  °C - 3  °C -25% - 2 5 %  
Wet - 3  °C - 2  °C - 2 5 %  - 2 5 %  

150 TG Dry - 1 0  °C - 5  °C - 5 0 %  - 5 0 %  
Wet - 5  °C - 3  °C - 5 0 %  - 5 0 %  

nuclear winter, the maximum temperature is reduced more than the minimum tem- 
perature, because of the radiative physics of smoke particles, as discussed above. 

Precipitation: In the current climate, rainfall is characterized by a small number  of 
intense events, and rainier years have more events, not a longer rainy season or 
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more intense events. Therefore, precipitation can be modified by changing the frac- 
tion of time with heavy rain rather than by scaling each event by a constant amount. 

Strong hurricanes have affected Venezuela only twice during the past century, 
but they can have devastating consequences. GCMs do not explicity simulate hur- 
ricanes, but all the models show increased sea surface temperatures for 2 x CO2 
(Pulwarty and Riehl in Harwell (1990)). For this reason, a hurricane scenario is 
included as one possible consequence of CO2 doubling, as hurricanes crossing that 
region might be more intense and frequent than at present. 

Since the response to nuclear winter and 2 x CO 2 are quite different in the rainy 
and dry seasons, and since the rainy season and dry season have different timings in 
different parts of Venezuela, the scenarios were divided into those for the dry sea- 
son and those for the wet season at each station. Dry months are defined as those 
with less than 50 mm of rain during the month, based on the analysis of Venezuelan 
rainfall by Andressen and Riehl (Harwell, 1990). 

Rainfall is modified by increasing the number of rainfall events, not the intensity 
of each event. The procedure is as follows: Find the largest rainfall event in the 
month. Select, at random, a day from all the other days in the month without rain- 
fall. Next, assign to that day a rainfall amount equal to the largest value. Continue 
this procedure until the total monthly rainfall is equal to the prescribed change, 
using a fraction of the amount of the largest day for the last day added in order to 
make the total correct. If there are no days left in the month with no rainfall, con- 
tinue with the day that has the least rainfall, and increase it until it is equal to the 
largest day. When reducing rainfall, remove days with rainfall starting with the 
largest. Remove a fraction of the last day, if necessary to reach the correct total. 

An alternative way to alter the precipitation is to change each day by the same 
percentage. In this case, the insolation for each day will be changed by half of the 
amount (in percent) that the precipitation is changed. It is recommended that this 
be considered a secondary method, but should be considered since, even though it 
is not synoptically sound, it is the method used by other groups. This method can 
serve as a sensitivity test to determine in which cases the method of modifying the 
precipitation makes a difference. 

Insolation: For 2 x CO2, reduce the insolation for the days with modified rainfall 
by an amount equal to the percent increase in monthly-average rainfall. For the 
days of a month in which rainfall is not changed, change the insolation by half of the 
above amount. This is to account for the fact that in a wetter climate, even those 
days for which precipitation does not change, the cloudiness will change. Two 
secondary insolation scenarios are: constant insolation as precipitation changes; 
and as precipitation increases, insolation increases by half that amount for the days 
when precipitation is changed, and by one fourth that amount on the other days of 
the month. In the case of deforestation, increase the insolation because of less 
cloudiness, but not to more than what it would be for clear-sky conditions. There- 
fore, insolation will be increased by a fixed percentage for each day, with an upper 
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limit. For nuclear winter, the insolation changes will be caused almost exclusively 
by the smoke in the atmosphere, and will be further modified by changes in the 
cloudiness. The average insolation changes are thus applied each day of the month. 

5. Conclusions 

Scenarios have been generated for the most likely climate changes for three differ- 
ent anthropogenic causes of climate change to be used in two different effects 
assessment models for three different case study regions. These scenarios, combin- 
ing general information from GCMs with specific information from station obser- 
vations, illustrate a significantly improved method for scenario generation and pro- 
vide the most reasonable scenarios possible at this time given the accuracy of the 
GCMs, for testing the impacts of equilibrium greenhouse warming, deforestation, 
and nuclear winter. These techniques can be applied to other global change case 
studies, but will require input from both model and data studies. This is not a pro- 
cedure that can be automated at this time, since it requires detailed knowledge of 
the synoptic climatology of a region, which is usually only available from local 
experts. As an example, the complete reversal of the north-south land/water distri- 
bution between the Venezuela case and the Africa case causes very different rain- 
fall regimes, which results in different types of precipitation scenarios. This insight, 
gained from detailed data studies, is the type of information essential for generating 
defensible regional scenarios of climate change. 

The next step in investigating the impact of these potential climate changes 
(Table I, step 7) is to use these scenarios in effects assessments to calculate the 
responses to various climate changes. Extensive sensitivity studies will be required 
at the same time to explore the dependence of the impact on the scenarios. In addi- 
tion to the specific scenarios and methodology developed here, a range of arbitrary 
changes of temperature, precipitation, and insolation, separately and in combina- 
tion, will have to be used. This broad approach was explicitly used in the China 
case (Table VI), but must still be done for the other case studies. The specific 
method of changing certain parameters (e.g., change precipitation in the same way 
each day, or add rainy days, as in the Venezuela scenarios) will also have to be tested. 
Some impacts may be insensitive to these details of the specification, and others 
may depend crucially on them. These calculations are now under way for the case 
studies in this paper under the PAN-EARTH project, and the results will help to 
advance our understanding of the human impacts of anthropogenic climate change. 

6. Acknowledgments 

We would like to thank Steve Ghan for providing nuclear winter simulations, Bill 
Campbell for producing maps of GCM output, Graham Farmer for providing 
African rainfall data, and Mike MacCracken for valuable comments. We also 
acknowledge the contributions of the participants at each of the PAN-EARTH 

Climatic Change April 1993 



Use of General Circulation Model Output 3 31 

Workshops on climate change in the case study regions, especially the coordinators 
of the case studies (Miguel Acevedo, Venezuela; Taye Bezuneh, Africa; and Ma 
Shijun and Ding Yihui, China). This work was supported by Rockefeller Brothers 
Fund, Ford Foundation, and the Univ. of Maryland Center for Global Change. 

References 

Ackerman, T. E and Cropper, W. R: 1988, 'Scaling Global Climate Projections to Local Biological 
Assessments', Environment 30, No. 5, 31-34. 

Adams, R. M., Rosenzweig, C., Peart, R. M., Richie, J. T., McCarl, B. A., Glyer, J. D., Curry, R. B., 
Jones, J. W., Boote, K. J., and Allen, L. H. Jr.: 1990, 'Global Climate Change and US Agriculture', 
Nature 345, 219-224. 

Angell, J. K.: 1988, 'Impact of E1 Nifio on the Delineation of Tropospheric Cooling Due to Volcanic 
Eruptions', J. Geophys. Res. 93, 3697-3704. 

Budyko, M. I.: 1991, 'The Analogue Method of Estimating Future Climate Changes', Meterorology and 
Hydrology No. 4, 39-50. 

Chang, D. H. S. and Ganch, H. G. Jr.: 1986, 'Multivariate Analysis of Plant Communities and Envi- 
ronmental Factors in Ngari, Tibet', Ecology 67, 1568-1575. 

Chang, Hsin-shih: 1988, A Preliminary Study on Vegetation-Climatic Classification in China as a 
Fundamental Basis for Research on Vulnerability of Ecological Systems to Climatic Change, PAN- 
EARTH Workshop Report, Beijing, People's Republic of China (Harwell, 1988), E 1-E 14. 

Charlson, R., Lovelock, J., Andreae, M., and Warren, S.: 1987, 'Oceanic Phytoplankton, Atmospheric 
Sulphur, Cloud Albedo and Climate', Nature 326, 655-661. 

Charlson, R. J., Schwartz, S. E., Hales, J. M., Cess, R. D., Coakley, J. A. Jr., Hansen, J. E., and Hof- 
mann, D..J.: 1992, 'Climate Forcing by Anthropogenic Aerosols', Science 255, 423-430. 

Covey, C., Schneider, S.H., and Thompson, S.L.: 1984, 'Global Atmospheric Effects of Massive 
Smoke Injections from Nuclear War: Results from General Circulation Model Simulations', Nature 
308, 21-25. 

Croley, T. E. II and Hartmann, H. C.: 1989, 'Climate Change Effects on Great Lakes Levels', Hydraulic 
Engineering '89 Proceedings, New Orleans, LA, August 14-18, pp. 653-658. 

Crutzen, E J. and Birks, J. W.: 1982, 'The Atmosphere after a Nuclear War: Twilight at Noon', Ambio 
11, 115-125. 

Dickinson, R.E.: 1984, 'Modeling Evapotranspiration for Three-Dimensional Global Climate 
Models', in J. E. Hansen and T. Takahashi (eds.), Climate Processes and Climate Sensitivity, Amer. 
Geophys. Union, Washington, D.C., pp. 58-72. 

Foukal, E and Lean, J.: 1990, ~ n  Empirical Model of Total Solar Irradiance Variation Between 1874 
and 1988" Science 247, 556-558. 

Friis-Christensen, E. and Lassen, K.: 1991, 'Length of the Solar Cycle: An Indicator of Solar Activity 
Closely Associated with Climate', Science 254, 698-700. 

Ghan, S. J., MacCracken, M. C., and Walton, J.J.: 1988, 'Climatic Response to Large Atmospheric 
Smoke Injections: Sensitivity Studies with a Tropospheric General Circulation Model', J. Geophys. 
Res. 93, 8315-8337. 

Giorgi, E: 1990, 'Simulation of Regional Climate Using a Limited Area Model Nested in a General 
Circulation Model', J. Climate 3, 941-963. 

Giorgi, E and Mearns, L. O.: 1991, 'Approaches to the Simulation of Regional Climate Change: A 
Review', Rev. Geophys. 29, 191-216. 

Glantz, M. (ed): 1989a, Forecasting by Analogy: Societal Responses to Regional Climatic Change, 
National Center for Atmospheric Research, 77 pp. 

Glantz, M. H.: 1989b, Does History Have a Future? Forecasting Climate Change Effects on Fisheries by 
Analogy, Paper presented at Symposium on Global Climate Effects on Fisheries, Anchorage, 
Alaska, September 4-8. (NCAR 0101/89-26). 

Grotch, S. L.: 1988, Regional lntercomparisons of General Circulation Model Predictions and Historical 
Climate Data. U.S. Department of Energy, Washington, D.C. 291 pp. (DOE/NBB-0084). 

Climatic Change April 1993 



3 3 2 Alan Robock et al. 

Grotch, S.L. and MacCracken, M.C.: 1991, 'The Use of General Circulation Models to Predict 
Regional Climate Change', J. Climate 4, 286-303. 

Hammond, A. L.: 1972, 'Ecosystem Analysis: Biome Approach to Environmental Science', Science 
175, 46-48. 

Hansen, J., Fung, I., Lacis, A., Lebedeff, S., Rind, D., Ruedy, R., and Russell, G.: 1988, 'Global Climate 
Changes as Forecast by the GISS 3-D Model', J. Geophys. Res. 93, 9341-9364. 

Hansen, J., Lacis, A., Rind, D., Russell, G., Stone, E, Fung, I., Ruedy, R., and Lerner, J.: 1984, 'Climate 
Sensitivity: Analysis of Feedback Mechanisms', in J. Hansen and T. Takahashi (eds.), Climate 
Processes and Climate Sensitivity, (American Geophysical Union, Washington, DC), 130-163. 

Hansen, J. and Lebedeff, S.: 1988, 'Global Surface Air Temperatures: Update Through 1987" 
Geophys. Res. Lett. 15, 323-326. 

Hansen, J. E., Wong, W., and Lacis, A. A.: 1978, 'Mount Agung Eruption Provides Test of a Global 
Climatic Perturbation', Science 199, 1065-1068. 

Hanson, K., Maul, G. A., and Karl, T. R.: 1989, 'Are Atmospheric 'Greenhouse' Effects Apparent in 
the Climatic Record of the Contiguous U.S. (1895-1987)?" Geophys. Res. Lett. 16, 49-52. 

Harwell, M.: 1988, PAN-EARTH Workshop Report, Beifing, People's Republic of China, 25-31, 1988. 
(Available from RSMAS Program on Global Change, University of Miami). 

Harwell, M.: 1989, PAN-EARTH/OA U-SAFGRAD/ISRA Workshop on the Effects of Climate Change 
on Agricultural and Ecological Systems in Sub-Saharan Africa, Saly, Senegal, 11-15 September 
1989. (Available from RSMAS Program on Global Change, University of Miami). 

Harwell, M.: 1990, PAN-EARTH/CEACT International Workshop on Climate Variability and Climatic 
Change in Venezuela and the Caribbean Region Report, M~rida, Venezuela, 23-27 April 1990. 
(Available from RSMAS Program on Global Change, University of Miami). 

Harwell, M.: 1993, 'Assessing the Effects of Global Climate Change: The PAN-EARTH Project 
Series', Climate Change 23, 287-292 (this issue). 

Harwell, M. and Hutchinson, T. C.: 1985, Scientific Committee on Problems of the Environment 28, 
Environmental Consequences of Nuclear War, Vol. 11: Ecological and Agricultural Effects, John 
Wiley & Sons, New York, 523 pp. 

Hasselmann, K.: 1976, 'Stochastic Climate Models, I. Theory', Tellus 28, 473-485. 
Hoogenboom, G.: 1989, International Benchmark Sites Network for Agrotechnology Transfer, in 

PAN-EARTH Sub-Saharan Africa Workshop Report (Harwell, 1989), A129-A139. 
Houghton, J. T., Jenkins, G. J., and Erasmus, J. J. (eds): 1990, Climate Change The IPCC Scientific 

Assessment, Cambridge Univ. Press, Cambridge, 365 pp. 
IBSNAT (International Benchmark Sites Network for Agrotechnology Transfer): 1988, Technical 

Report 1. Experimental Design and Data Collection Procedures for 1BSNAT, Third Edition. (Avail- 
able from Dept. Agronomy and Soil Science, College of Tropical Agriculture and Human Re- 
sources, University of Hawaii, Honolulu). 

ICF, Inc.: 1989, Summary Report, EPA Scenarios Advisory Meeting, NCAR, August 31-September 1, 
1989. 

J~iger, J. and Kellogg, W. W.: 1983, 'Anomalies in Temperature and Rainfall During Warm Arctic Sea- 
sons', Climatic Change 5, 39-60. 

Jones, P. D.: 1988, 'Hemispheric Surface Air Temperature Variations: Recent Trends and an Update to 
1987', J. Climate 1, 654-660. 

Kalkstein, L. S. (ed): 1991, Global Comparison of Selected GCM Control Runs and Observed Climate 
Data, Environmental Protection Agency, Washington, Report 21P-2002, 251 pp. 

Karl, T. R., Wang, W.-C., Schlesinger, M. E., Knight, R.W., and Portman, D.: 1990, 'A Method of 
Relating General Circulation Model Simulated Climate to the Observed Local Climate. Part I: 
Seasonal Statistics', J. Climate 3, 1053-1079. 

Lamb, P. J.: 1982, 'Persistence of Subsaharan Drought', Nature 299, 46-48. 
Lamb, P. J.: 1987, 'On the Development of Regional Climatic Scenarios for Policy-Oriented Climatic- 

Impact Assessment', Bull. A mer. Meteor. Soc. 68, 1116-1123. 
Lashof, D.: 1989, 'The Dynamic Greenhouse: Feedback Processes that May Influence Future Concen- 

trations of Greenhouse Gases', Climatic Change 14, 213-242. 
Lorenz, E. N.: 1968, 'Climatic Determinism', MeteoroL Monograph. 30, 1-30. 

Climatic Change April 1993 



Use of General Circulation Model Output 3 3 3 

Lorenz, E.N.: 1991, 'Chaos, Spontaneous Climatic Variations, and Detection of the Greenhouse 
Effect" in M. E. Schlesinger (ed.), Greenhouse-Gas-Induced Climatic Change: A Critical Appraisal 
of Simulations and Observations, Elsevier, pp. 445-455. 

MaeCracken, M. C. and Luther, E M. (eds.): 1985a, Projecting the Climatic Effects oflncreasing Car- 
bon Dioxide, U.S. Department of Energy, Washington, D.C., 381 pp. (DOE/ER-0237). 

MacCracken, M. C. and Luther, E M. (eds.): 1985b, Detecting the Climatic Effects oflncreasing Carbon 
Dioxide. U.S. Department of Energy, Washington, D.C., 198 pp. (DOE/ER-0235). 

MacCracken, M.C. and Kutzback, J.: 1991, 'Comparing and Contrasting Holocene and Eemian 
Warm Periods with Greenhouse-Gas-Induced Warming', in M. E. Schlesinger (ed.), Greenhouse- 
Gas-Induced Climatic Change: A Critical Appraisal of Simulations and Observations, Elsevier, 
pp. 17-34. 

Malone, R. C., Auer, L. H., Glatzmaier, G. A., Wood, M. C., and Toon, O. B.: 1986, 'Nuclear Winter: 
Three-Dimensional Simulations Including Interactive Transport, Scavenging and Solar Heating of 
Smoke', J. GeophysicalRes. 91, 1039-1053. 

Mearns, L. O.: 1989a, 'Climate Variability', Chap. 3 in Smith and Tirpak (1989), pp. 29-55. 
Mearns, L.O.: 1989b, The Simulation of Meteorological Time Series for Climate Change Scenario 

Development, Paper presented at EPA Meeting on Climate Change Scenario Development, 
Boulder, CO, August 31, 1989. 

Mitchell, J. E B., Senior, C. A., and Ingram, W.J.: 1989, 'CO 2 and Climate: A Missing Feed-Back? 
Nature 341, 132-134. 

Mitchell, J. E B.: 1991, 'The Equilibrium Response to Doubling Atmospheric CO 2" in M.E. 
Schlesinger (ed.), Greenhouse-Gas-Induced Climatic Change: A Critical Appraisal of Simulations 
and Observations, Elsevier, pp. 49-62. 

National Research Council: 1979, Carbon Dioxide and Climate: A Scientific Assessment, National 
Academy Press, Washington, D.C. 

National Research Council: 1983, Changing Climate, National Academy Press, Washington, D.C., 
496 pp. 

National Research Council: 1985, Glaciers, Ice Sheets, and Sea Level." Effect of a C02-1nduced Climatic 
Change, U.S. Department of Energy, Washington, D.C., 330 pp. (DOE/EV/60235-1). 

National Research Council: 1987, Current Issues in Atmospheric Change, National Academy Press, 
Washington, D.C., 39 pp. 

Nobre, C. A., Seller, E J., Shukla, J.: 1991, ~mazonian Deforestation and Regional Climate Change', J. 
Climate 4,957-988. 

Parry, M. L., Carter, T. R., Konijn, N. T. (eds): 1988, The Impact of Climatic Variations on Agriculture, 
Vol. 1, Kluwer Academic Press, 876 pp. 

Pittock, A.B., Ackerman, T. E, Crutzen, E J., MacCracken, M. C., Shapiro, C. S., and Turco, R. E: 
1986, Scientific Committee on Problems of the Environment 28, Environmental Consequences of 
Nuclear War, Vol. I." Physical and Atmospheric Effects, John Wiley & Sons, New York, 359 pp. 

Pollack, J. B., Toon, O. B., Sagan, C., Summers, A., Baldwin, B., and Van Camp, W.: 1976, 'Volcanic 
Explosions and Climatic Change: A Theoretical Assessment" J. Geophys. Res. 81, 1071-1083. 

Ramanathan, V.: 1988, 'The Greenhouse Theory of Climate Change: A Test by an Inadvertant Global 
Experiment', Science 240, 293-299. 

Riehl, H.: 1977, 'Venezuelan Rain Systems and the General Circulation of the Summer Tropics I: Rain 
Systems', Mon. Wea. Rev. 105, 1402-1420. 

Rind, D.: 1991, 'Climate Variability and Climate Change', in M. E. Schlesinger (ed.), Greenhouse- 
Gas-Induced Climatic Change: A Critical Appraisal of Simulations and Observations, Elsevier, 
pp. 69-78. 

Robock, A: 1978, 'Internally and Externally Caused Climatic Change', J. Atmos. Sci. 35, 1111-1122. 
Robock, A.: 1979, 'The 'Little Ice Age': Northern Hemisphere Average Observations and Model Cal- 

culations', Science 206, 1402-1404. 
Robock, A.: 1981, ~ Latitudinally Dependent Volcanic Dust Veil Index, and its Effect on Climate 

Simulations', J. Volcanol. Geotherm. Res. 11, 67-80. 
Robock, A.: 1984a, 'Climate Model Simulations of the Effects of the E1 Chich6n Eruption', Geofisica 

Internaciona123, 403-414. 

Climatic Change April 1993 



3 34 Alan Robock et al. 

Robock, A.: 1984b, 'Snow and Ice Feedbacks Prolong Effects of Nuclear Winter', Nature 310 
667-670. 

Robock, A.: 1988a, 'Enhancement of Surface Cooling Due to Forest Fire Smoke', Science 242, 
911-913. 

Robock, A.: 1988b, 'Surface Temperature Effects of Forest Fire Smoke Plumes; in P. Hobbs and M. P. 
McCormick (eds.), Aerosols and Climate, Deepak, Hampton, VA, pp. 435-442. 

Robock, A.: 1991a, 'The Volcanic Contribution to Climate Change of the Past 100 years', in M. E. 
Schlesinger (ed.), Greenhouse-Gas-Induced Climatic Change: A Critical Appraisal of Simulations 
and Observations, Elsevier, pp. 429-444. 

Robock, A.: 1991b, Surface Cooling Due to Forest Fire Smoke', J. Geophys. Res. 96, 20869-20878. 
Robock, A., Andressen, R., Acevedo, M., and J~imez, R.: 1992, 'General Circulation Model-Based 

Scenarios of Future Climate for Venezuela', Climatic Change (submitted). 
Sellers, P. J., Mintz, Y., Sud, Y. C., and Dalcher, A.: 1986, 'A Simple Biopshere Model (SiB) for Use 

within General Circulation Models', J. Atmos. Sci. 43, 505-531. 
Schlesinger, M. E. and Zhao, Zong-Ci: 1989, 'Seasonal Climate Changes Induced by Doubled CO 2 as 

Simulated by the OSU Atmospheric GCM/Mixed-Layer Ocean Model', J. Climate 2, 459-495. 
Shukla, J., Nobre, C., and Sellers, P.: 1990, 'Amazon Deforestation and Climate Change', Science 247, 

1322-1325. 
Sivakumar, M. V. K.: 1988, 'Predicting Rainy Season Potential from the Onset of Rains in Southern 

Sahelian and Sudanian Climatic Zones of West Africa; Agricultural and Forest Meteorology 42, 
295-305. 

Sivakumar, M. V. K.: 1992, 'Climate Change and Implications to Agriculture in Niger', Climatic 
Change 20,297-312. 

Smith, J. B.: 1989, 'Methodology', Chapter 4 in Smith and Tirp'ak, pp. 57-69. 
Smith, J. B. and Tirpak D. A. (eds.): 1989, The Potential Effects of Global Climate Change on the Unit- 

ed States, EPA, Washington, DC, 413 pp. 
Stouffer, R. J., Manabe, S., and Bryan, K.: 1989, 'Interhemispheric Asymmetry in Climate Response to 

a Gradual Increase of Atmospheric CO2', Nature 342, 660-662. 
Strain B. R. and Cure, J. D. (eds.): 1985, Direct Effects of Increasing Carbon Dioxide on Vegetation, U.S. 

Department of Energy, Washington, D.C., 286 pp. (DOE/ER-0238). 
Trabalka, J. R. (ed.): 1985, Atmospheric Carbon Dioxide and the Global Carbon Cycle, U.S. Depart- 

ment of Energy, Washington, D.C., 316 pp. (DOE/ER-0239). 
Turco, R.: 1988, GCM/regional climate scaling methodology. PAN-EARTH Workshop Report, 

Beijing, People's Republic of China (Harwell, 1988), C1-C4. 
Turco, R. P., Toon, O. B., Ackerman, T., Pollack, J. B., and Sagan, C.: 1983, 'Nuclear Winter Global 

Consequences of Multiple Nuclear Explosions', Science 222, 1283-1292. 
Turco, R. P. Toon, O. B., Ackerman, T. P., Pollack, J. B., and Sagan, C.: 1990, 'Climate and Smoke: An 

Appraisal of Nuclear Winter', Science 247, 166-176. 
Uchijima, Z., Seino, H., and Nogami M.: 1992, 'Probable Shift of Natural Vegetation in Japan due to 

CO2-Climatic Warming', fn M. Shiyomi, E. Yano, H. Koizumi, D. A. Andow, and N. HokYo (eds.), 
Ecological Process in Agro-Ecosystems, NEAES Series 1, pp. 189-201. 

Veltishchev, N. N., Ginsburg, A. S., and Gofitsyn, G. S.: 1988, 'Climatic Effects of Mass Fires', Izvestia 
Academy of Sciences of the USSR - Atm. and Oceanic Physics 24, 296-304. 

Vinnikov, K. Ya., Groisman, P. Ya., and Lugina, K. M.: 1990, 'Empirical Data on Contemporary Global 
Climate Changes (Temperature and Precipitation)', J. Climate 3, 662-677. 

Vinnikov, K. Ya. and Yeserkepova, I. B.: 1991, 'Soil Moisture: Empirical Data and Model Results; J. 
Climate 4, 66-79. 

Vogelmann, A. M., Robock, A., and Ellingson, R. G.: 1988, 'Effects of Dirty Snow in Nuclear Winter 
Simulations', J. Geophys. Res. 93, 5319±5332. 

Washington, W.M. and Meehi, G.A.: 1984, 'Seasonal Cycle Experiment on the Climate Sensitivity 
Due to a Doubling of CO2 with an Atmospheric General Circulation Model Coupled to a Simple 
Mixed-Layer Ocean Model" J. Geophys. Res. 89, 9475-9503. 

Wetherald, R.T. and Manabe, S.: 1986, 5~n Investigation of Cloud Cover Change in Response to 
Thermal Forcing', Climatic Change 8, 5-23. 

Climatic Change April 1993 



Use of General Circulation Model Output 3 3 5 

White, M.R. (ed.): 1985, Characterization of Information Requirements for Studies of CO 2 Effects: 
Water Resources, Agriculture, Fisheries, Forests and Human Health, U.S. Department of Energy, 
Washingon, D.C., 235 pp. (DOE/ER-0239). 

Wigley, T. M. L., Jones, P. D., Briffa, K. R., and Smith, G.: 1990, 'Obtaining Sub-Grid-Scale Informa- 
tion from Coarse-Resolution General Circulation Model Output; J. Geophys. Res. 95, 1943-1953. 

Willson, R. C. and Hudson, H. S.: 1988, 'Solar Luminosity Variations in Solar Cycle 21', Nature 332, 
810-812. 

Wilson, C. A. and Mitchell, J. F.B.: 1987, 'A 2 x CO 2 Climate Sensitivity Experiment with a Global 
Climate Model Including a Simple Ocean', J. Geophys. Res. 92, 13315-13343. 

World Meteorological Organization: 1986a, Atmospheric Ozone 1985. Assessment of Our Understand- 
ing of the Processes Controlling Its Present Distribution and Change, Global Ozone Research and 
Monitoring Project - Report No. 16, WMO, Geneva, Switzerland, 3 vols., 2221 pp. 

World Meteorological Organization: 1986b, Report of the International Conference on the Assessment 
of the Role of Carbon Dioxide and of Other Greenhouse Gases in Climate Variations and Associated 
Impacts, Villach, Austria, 9-15 October 1985. World Climate Programme Report No. 661, WMO, 
Geneva, Switzerland, 78 pp. 

(Received 26 June, 1991; in revised form 10 November, 1992) 

Climatic Change April 1993 


